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Non-technical summary 

Integrating longitudinal survey and administrative data provides wide-ranging opportunities 

for new research. However, researchers need to consider sources of possible error in both 

types of data and new errors that may be created through the integration process for their 

subsequent analyses. We classify uses of integrated data into two broad types: 

 Validation – in validation studies the two sources of data are compared to assess the 

quality of one or both, sometimes with an aim of improving survey design or 

administrative data processing, or of improving estimation.  

 Enhancement – is an integration of data where a novel data set is created in order to 

enhance the measurement of a concept, enhance content by adding concepts not 

available in one source to the other, or enhance representation by ‘filling in’ missing 

units of data in one source from the other. 

We provide illustrative examples of these different kinds of integrated data studies from 

research on income and employment, education and health.  

Data quality is often considered using the Total Survey Error framework. We have adapted 

this to cover all three data processes: survey data collection, administrative data processing 

and linking the two data sources.  There are two broad categories of errors that must be 

considered: 

 Errors of representation, which occur if the sample of cases is not representative of 

the population of interest. This might be due to coverage errors, sampling errors, 

nonresponse errors, or adjustment errors.  

 Measurement errors occur if the variables in the data do not correspond to the 

concepts of interest which might be due to specification errors, reporting errors, or 

processing errors. 

We set out the ways in which each of these types of errors might occur in survey data, 

administrative data and through the linkage process.  

Finally, we identify three priorities, which are currently the most under-researched and/or 

offer the most potential for methodological research on integrated data: 1) Errors of 

representation created in the linkage process, 2) best practice for validation studies, and 3) 

specification errors arising in enhancement applications. 
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Abstract: In this review we discuss how integrated survey and administrative data have been 

used for research on income and employment, education and health; where the future 

potential for integrated data lies; how we might think about the quality of integrated data; and 
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1. Introduction  

In response to the Great Depression and to changing economic and social science, the 

collection of data through surveys began to accelerate after the Second World War. The 

telephone and the computer made collection and processing of large surveys, drawn through 

formal probabilistic sampling techniques, tractable. By the early 1990s, myriad surveys were 

being collected to measure and track aspects of UK populations of individuals, households 

and businesses. These include the Family Resource Survey, the Labour Force Survey, the 

health surveys for England, Scotland and Wales, the Annual Business Inquiry (now Annual 

Business Survey), and the General Household Survey. Surveys such as these have the 

advantages that they cover a broad population, they measure key concepts in detail and they 

provide core information (for example, demographic information in individual and household 

surveys). These properties allow estimation of population characteristics so that researchers 

can uncover important relationships and trends in society.  

Longitudinal surveys, such as the British Household Panel Survey and Understanding 

Society, provide unique opportunities to uncover important life cycle relationships, to identify 

long term consequences of social policies, and to observe dynamic relationships such as 

formation or dissolution of households or how parental characteristics impact children. A key 

development that has emerged over the last decade or two is the availability of administrative 

data for research. Computer technology has led to electronic record keeping in business, 

health, and government: the physical file folder was replaced by the computer file. These 

administrative and process data create a range of new exciting research opportunities, 

particularly if combined with survey data. For example, the Longitudinal Studies Review 

(Davis-Kean, 2017) identifies the benefits of such linkage as: ‘improved representativeness in 

coverage, enhanced content and value of the data for research, and increased speed in 

creating insights’ (p.6). The review also notes that the UK has both extensive administrative 

data and a world-leading set of longitudinal surveys, so that there is very significant potential 

value to combining survey data with administrative record data in the UK. 

The types of administrative data we are considering here include vital statistics (birth and 

death records), health records, financial reports, educational transcripts and government 

records on benefits, earnings, and income. These records are obtained through processes such 

as birth or death certification, applying for a mortgage, applying for or receiving social 

benefits, filing tax returns, or seeing a physician for health care. They may include direct 
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measurements (such as height and weight taken by a clinician) or responses of subjects 

themselves (such as filling in application forms). They offer the opportunity to study all of 

the population who participate in these processes.  

Administrative, or process records, have a number of important drawbacks. First, their 

coverage of the population is often neither complete nor random, and is not designed for the 

purposes of research or policy evaluation. Rather their coverage of the population is related to 

the processes the records cover. For example, while data on those who receive social benefits 

such as Housing Benefit are collected, they do not contain any data on those who do not 

receive (or apply for) these benefits. This prevents investigation of the process of moving into 

or out of these programmes, and prevents comparisons of important outcomes between 

participants and similar non-participants.  

Second, administrative records seldom contain the rich demographic and social information 

that social scientists require for research. While some contain age and gender, and perhaps 

ethnicity and postcode, which enables the addition of area data, few if any contain 

educational attainment (even education transcripts may not, as education is attained across 

different levels of organizations), family history, or parental achievement for example. 

Administrative records focus on the domain in which they are collected, for example tax 

records have information on earnings and health records on health diagnoses and service 

utilisation. There are no current administrative records that cover multiple domains, although 

there is the potential to combine different administrative records to provide a more 

comprehensive picture of people’s lives. Moreover, administrative data do not contain more 

subjective – but often critical – types of data such as happiness or expectations. In contrast, 

social and health scientists have accumulated experience in collecting such constructs in 

surveys.  

Third, administrative data by definition are collected as part of other processes so that data 

quality may be variable for a variety of reasons. Concepts may not be systematically 

collected or coded (for example across doctors or benefit offices) or may change over time as 

administrative requirements change.  There may be incentives within the process which lead 

to misreporting of key concepts (for example under-reporting of taxable earnings to taxing 

authorities, or over-reporting of earnings to lending agencies). The operating definitions in 

process data may not match the social or economic concepts researchers are interested in 
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measuring (billing codes in medical records may not match actual diagnoses, annual or 

quarterly earnings may be collected rather than the wages or pay period).    

Fourth, access to individual-level administrative records for research purposes, especially 

when wanting to combine information, currently faces numerous barriers to effective access 

and use on a wide scale for research (Davis-Kean, 2017). We do not focus on these barriers 

here, but acknowledge that the examples of beneficial research below are still, and will 

continue to be, relatively rare until these institutional barriers can be overcome. 

Survey data too have drawbacks. First, it is difficult for any survey to measure every possible 

concept or variable well. The longer the survey, the less likely respondents will participate 

and complete a full interview. Thus, we have a Labour Force Survey to measure work and a 

Family Resources Survey to measure income. Surveys that cover multiple domains (such as 

Understanding Society) are necessarily limited in their depth of content in each domain. 

Second, there is increasing concern about some aspects of the quality of survey data, notably 

selective response (see for example Meyer et al, 2018) or that samples were not designed to 

cover key policy-related population subgroups such as small areas, populations living in 

institutions, or the homeless.  

Combining administrative and survey data offers the possibility of exploiting the strengths, 

and mitigating the weaknesses, of both. In this review, we focus particularly on combining 

survey responses for basic units (e.g. from people, households, or firms) with administrative 

records on the same or similar units. Data combination might involve linkage, where 

subsequent research is based on the intersection of the units responding to the survey and the 

units captured in administrative records. For example, income data from tax records might be 

combined with labour market details from survey data to investigate productivity. 

Alternatively, it might involve augmentation, where subsequent estimates are based on the 

union of these sets of units (to improve coverage of a target population, for example). For 

example, missing survey income data on high earners may be imputed using data from tax 

records. In either case we refer to combined data as integrated data and we give examples of 

several types of integration below.  

In this review we discuss: 

 How integrated survey and administrative data have been used to date, and where 

the future potential for integrated data lies.  
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 How we should think about the quality of integrated data, and what we currently 

know about the quality of integrated data. 

An important research agenda is to consider how integrated data are best used to improve 

estimation of important relationships and models in the social and health sciences. Both 

survey and administrative data are subject to measurement error and missing data, but the 

processes generating these error sources may be very different. Moreover, while the process 

of combining or linking datasets may help overcome some data problems, it can in turn 

generate new problems. Linkages can be probabilistic (based on common information such as 

name, birthdate, address) or deterministic (based on government IDs such as National 

Insurance or NHS numbers). Data quality issues for integrated data can arise due to poor 

matches or lack of records for some types of individual (for example the unbanked) or 

administrative records which no longer correspond to individuals in the target population 

(such as financial records of those who have deceased or emigrated). 

In the next section we discuss two broad ways in which integrated data have been used to 

date. The first is often referred to as validation data, and we will adopt that term. In this 

category, survey and administrative data are used together, but one  source is typically used 

to draw inferences about the quality of the other. These quality inferences are then used to 

assess the reliability of scientific inferences drawn from the first data source, to correct 

estimates made with one data source, or to guide improvements in data collection or 

processing. 

In the second broad category, which we term data enhancement, data from administrative and 

survey sources are used to “complete” each other. This category includes cases where the 

survey and administrative data contain information on different concepts so that the 

combined data have wider content for research purposes. It also includes cases where a 

measure in one source is replaced by a superior measure of the same construct (for the same 

units) from the other source. For example, administrative data may provide a measure of a 

variable that is difficult or impossible to measure in a survey (or a survey may provide a 

measure of a concept that is not recorded in administrative data). Finally, the survey and 

administrative data may contain different units so that the combined data have superior 

representation of the population of interest. The survey may capture types of units that are 

missing from the administrative data (such as program nonparticipants) or, of course, 

administrative data may capture types of units that are missing from surveys (such as very 
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high-income individuals). In all cases this data enhancement results in an essentially new 

(enhanced) research data set, which is then used to estimate quantities, relationships or 

models of interest. 

For both validation and enhancement, we provide illustrative examples, drawn particularly 

from studies of labour markets and income, health, and education.  

Box A: Key Terminology 

Integrated data – any combined use of survey data with administrative or process records for 

the same or similar units. For example, survey responses from individuals with administrative 

records on the same or other individuals.  

Data Validation – Survey and administrative data are linked or appended. However, the focus 

is on using one source to assess the quality of the other, or to use comparisons between the 

two to improve data collection or processing, or estimation. 

Data Enhancement – survey and administrative data are integrated  so that effectively a new 

research data set is created. The survey and administrative data contain information on 

different concepts, or different units, or a measure in one data set is replaced by a superior 

measure of the same construct from the other. 

Total Survey Error (TSE) and Total Error (TE) – frameworks for thinking about the sources 

and effects of different kinds of error in surveys (TSE) or in any type of data used for the 

estimation of quantities, parameters or relationships, including administrative or integrated 

data (TE).  

 

In the third section of this review we take up the question of the quality of integrated data. 

We discuss how the concept of Total Survey Error (TSE) can be expanded to “Total Error” 

(TE), and how the latter can be applied to integrated data in particular. Total Survey Error 

focuses on the sources of errors in surveys, and their impact on estimates. The errors include 

errors in coverage of the population, sampling error, non-response error, specification error, 

and measurement error. The Total Error concept applies the same idea to any data used for 

estimation. In the context of integrated data, this will include the elements of TSE applied to 

the survey, elements of TSE such as measurement error and coverage applied to the 

administrative data, and new sources of error generated by the process of combination itself. 

This provides a framework for thinking about the quality of integrated data and when and 
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how survey and administrative data can best be combined for estimating quantities and 

relationships of interest. 

2. How has Integrated Data been used?  

Integrated data takes many forms. The broadest possible definition could include cases where 

individual-level data are merged with contextual information from an administrative source at 

a geographic or other aggregate level. The Longitudinal Studies Review highlights the value 

of such combinations of data enabling researchers to address ‘innovative research questions, 

particularly on separating factors on the micro-level of individuals, families and households 

from environmental factors on the meso-level of neighbourhoods, schools and work 

organisations, and the macro-level of opportunity structures and institutions’ (Davis-Kean, 

2017, p.25). For example, merging labour market participation data to information on the 

region in which the survey respondent resides; merging survey information on hospital use to 

the characteristics of the nearest hospital for a respondent; or merging school quality data to 

information on students and their families in a survey. However, in this review we focus on a 

narrower definition where information is brought together from survey and administrative 

records at the same unit level. For example, individual surveys responses might be combined 

with earnings data from tax records, clinical data from NHS health records, or transcript data 

from schools, or firm-level survey responses might be combined with firm-level VAT 

receipts. We choose this narrower definition because the broader cases – linking contextual, 

often geographic, administrative data to survey data – have long been available and utilized 

by researchers in many contexts.  

As described in the introduction we distinguish two broad categories of integrated data, 

validation and enhancement. In the former differences between the sources are employed to 

assess the reliability of results or to inform and improve data collection or estimation 

methods. In enhancement, information is combined from multiple sources to generate 

effectively new research data, which are used to estimate quantities, relationships and models 

of interest. Within these categories we can further distinguish various subcategories by the 

specific research goal. We summarize these in Table 1. 
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Table 1: Uses of Integrated Data 

Type of Study Sub Category Goal 

Validation  Comparison of survey and administrative 

data. 

 Descriptive Simple description of differences, often to 

highlight reliability of results.  

 Data Improvement Using differences between sources to 

improve the collection or processing of 

either survey or administrative data. 

 Estimation Improvement Using differences between sources to 

generating better estimates of quantities of 

interest. 

Enhancement  Integration of the data sources to effectively 

create a new research data set. 

 Enhancements of Measurement  Replacing variables in one source with a 

superior measure (either from the other 

source, or some combination). Measurement 

is improved, but content is not widened. 

 Enhancements of Content Adding variables from one source that were 

not collected in the other. Content is 

widened.  

 Enhancements of 

Representation  

Filling in coverage or response gaps 

(missing cases) in one source with records 

from the other.  
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Validation Studies 

The primary goal of validation studies is to use one data source to evaluate the other. Most 

often the administrative data are considered to be the standard against which the survey data 

are validated. However, this is not always the case. For example, Browning and Leth-

Petersen (2003) use budget survey data to validate a measure of household consumption 

derived from tax records on income and changes in wealth. 

We further distinguish three subcategories of validation study, differentiated by their goals. 

The first, and most basic, subcategory reports simple descriptive studies; the goal is simply to 

provide a descriptive evaluation of the data quality as it exists, often to assess the reliability 

of results based on one of the survey or the administrative data. The second group of 

validation studies are those that aim to use the comparison of the sources to improve data 

collection. Most often comparison with administrative data is used to improve survey data 

collection, but comparisons with survey data can feedback to the collection or processing of 

administrative data. Finally, the third uses information from multiple data sources in the 

estimation of the quantities and relationships of interests, but in a way that stops short of full 

integration of the data. 

Descriptive 

This is perhaps the most common form of validation study. Some of the earliest examples of 

this kind of study were done in the U.S., with a validation sample specially drawn for the 

Panel Survey of Income Dynamics (PSID). A sample of respondents to the PSID were 

matched to their employment records at a large manufacturing firm, as described in Morgan 

(1989). Using these data, Mathiowetz and Duncan (1988) examined how reports of 

unemployment were recalled by participants. They found that survey respondents often 

‘telescope’ or shorten the length of the spell when recalling past unemployment. Using the 

same data, Rogers et al (1993) examined how reports of earnings and hours worked differed. 

They found that while there was some regression to the mean for annual earnings, these 

reports were typically better than reports of hourly or pay period earnings. Reports of hours 

worked were particularly problematic, and led to significant bias in estimates of hourly 

earnings when constructed from annual earnings and hours worked.  

Moore and Marquis (1989) and Marquis and Moore (1990) matched a subsample of the 

Survey of Income and Program Participation (SIPP) to administrative records from three 
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U.S. states to examine nine programs (Aid to Families with Dependent Children (AFDC), 

Food Stamps, Unemployment Compensation, Workers Compensation, Civil Service 

Retirement, Pell Grants, Social Security, Supplemental Security, and Veterans 

Compensation). They find that errors in reporting participation varied widely from program 

to program. They find that for some programs, such as Social Security, receipt and amounts 

were relatively accurate, while for programs such as AFDC and Food Stamps, significant 

underreporting of participation was present. Card et al (2004) examine the Medicaid 

coverage in California responses to the SIPP finding approximately 10% underestimation of 

program use. Cohen and Carlson (1994) examine reports of expenditures for medical 

procedures in the National Medical Expenditure Survey compared to a subsample of linked 

provider records. They find substantial agreement on expenditures for those who report the 

existence of the expenditure. They also find that the larger the percentage of the expenditure 

that is out-of-pocket (paid directly by the respondent) the greater the likelihood of reporting 

the expenditure, and the greater the accuracy of the report. 

In more recent work, rather than focusing on a special subsample, existing surveys have been 

matched completely with the full universe of administrative data. Bound and Krueger (1992) 

and Bollinger (1998) both use the 1979 match of the Current Population Survey (CPS) to 

records of the U.S. Social Security Administration. They both find significant differences 

between survey reports and administrative records; in particular, they find support for a 

negative relationship between measurement error and the level of earnings. Roemer (2002) 

examines both the SIPP and the CPS compared to tax records and finds as well that for low 

earners earnings reported in the surveys are higher than earnings recorded in the 

administrative record. They attribute this to underground earnings. Abowd and Stinson 

(2013) examine earnings in the SIPP and allow for measurement error in both the survey and 

the Social Security Administration records. They find both sources had measurement error 

and estimated that both had similar amounts of measurement error. Bollinger et al (2018) 

similarly examine measurement error in earnings reports in the CPS and draw similar 

conclusions that measurement error in the administrative records may bias estimates of 

measurement error in the survey data.  

Meyer et al (2018) also find substantial underreporting of participation in the Supplemental 

Nutrition Assistance Program (SNAP) in the CPS. Overall, they find that SNAP participation 

is under-reported by as much as 23% and that misreporting differs by race and family size.  

Authors such as Mellow and Sider (1983), Rogers and Herzog (1987), and Bound et al 
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(1994) examine measurement error in earnings and employment. Results in Bound et al 

(1994) for example, suggest that the errors in reports of earnings are negatively correlated 

with true earnings, and may bias estimation of returns to education and experience 

downward. Battistin et al (2014) examine how misreports of education qualifications impact 

the estimates of returns to education. They find that both transcript data and self-reported data 

contain errors, and that on net, the estimates obtained of returns to qualifications over-

estimate the return. 

Pascale, Roemer, and Resnick (2009) find 36.2% of true Medicaid enrolees fail to report 

enrolment in the CPS, but there were very few false-positives (non-enrolees erroneously 

reporting enrolment). They find that the results are likely due to the long recall period (12 

months).  

In the health field a range of studies have compared prevalence and associations in survey 

data combined with administrative data to assess misreporting, misclassification and 

missingness. For example, Griffiths et al (2017) linked the Millennium Cohort Study to 

General Practitioner (GP) records in Wales to compare levels of asthma as reported by 

parents and recorded in GP records. Parents appeared to over-report compared to 

administrative records, although differences reduced as children aged and if a broader 

definition of respiratory disease codes in the GP records was considered. In a Dutch study 

comparing data from the Perinatal Registry with questionnaire data (for adult survivors of 

childhood cancer), information on birthweight was highly correlated between the two 

sources. However, not all pregnancies reported could be linked to the Registry, the 

completeness of information in the Registry could not be checked as there was no reporting 

of missing records, and for some outcomes there was a higher level of missingness in the 

Registry than self-report data (Overbeek et al, 2013). In a study of the association between 

the duration of breastfeeding and teenage IQ in the Avon Longitudinal Study of Parents and 

Children (ALSPAC), Cornish et al (2015) use administrative data on education attainment 

from the National Pupil Database (NPD) to investigate what kind of patterning of 

missingness the IQ score has and hence if the survey analyses are biased. Despite including a 

wide range of covariates from the survey data, the inclusion of the linked data showed that 

there were differences between participants with and without IQ data, and hence analyses 

relying solely on survey data would be biased.  
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Improving Data Collection and Processing 

The second type of validation study seeks to improve on data collection. One such project 

was the Income Survey Development Program (ISDP) (see Vaughan et al, 1983 for a broad 

discussion) which led, in part, to the design of the SIPP. Work on Aid to Families with 

Dependent Children (AFDC) (Klein and Vaughan, 1980; Goudreau et al, 1984), 

supplemental security income (Vaughan, 1978), social security (Vaughan and Yuskavage, 

1976) and veterans’ payments (Vaughan et al, 1983) are investigated more specifically. 

Overall, this program drew small samples of individuals from various transfer programs in 

the United States, and used a standard survey instrument to assess the quality of data obtained 

in face-to-face interviews. Findings were often quite general across the programs. Perhaps the 

most important was that shorter recall windows helped in reducing recall error. This led, in 

part, to the design of the SIPP having four-month reference periods (interviews are done three 

times per year). Other findings include that explaining problems in recall, such as failing to 

report very short spells from the beginning of the recall period, can alleviate these problems 

to some degree. Many of these approaches have been widely included in surveys since.  

Kreuter et al (2010) link the first wave of the German Panel Study “Labor Market and Social 

Security” to administrative data on welfare benefits, employment status, age and citizenship. 

They focus on differences in recruitment effort to examine both response rates and response 

error. They find that while additional recruitment effort reduced non-response error, there 

was some increase in measurement error, so that additional recruitment efforts led to an 

overall increase in total survey error. 

Perhaps the most ambitious validation studies of this type use administrative data in 

conjunction with experiments in survey design and implementation. For example, Lynn et al 

(2012) and Jäckle and Eckman (2019) conducted survey experiments with different methods 

for reducing measurement error in longitudinal data and used linked government 

administrative data to test which method produced the most accurate data. Kreuter et al 

(2008) examined the influence of the mode of data collection on both non-response bias and 

accuracy of reporting on sensitive topics, by combining a mixed mode experiment with 

linked administrative data. The goal in these studies is to use the administrative data as a 

“gold standard” in order to choose between alternative survey procedures.  
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Improved estimation with validation data 

Finally, validation data is sometimes used to improve estimation. One approach is to use the 

validation data to provide estimates for key parameters (such as error rates or error variances 

in the primary source) which can then be employed by analysts to adjust estimates. This 

typically involves assuming that validation data (most often the administrative data) is a 

“gold standard.” For example, Bollinger and David (1997) estimate the rates of misreporting 

of Food Stamp program participation using a subsample of the SIPP matched to 

administrative records of participation. They find a strong relationship between income and 

failure to report participation. They use the results to then adjust estimation of food stamp 

program participation, finding that failure to adjust for misclassification leads to 

underestimates of the impact of asset holdings on participation.  

While work of this type often assumes that one source (usually the administrative data) is a 

“gold standard”, improved estimation does not require this. It is possible to improve estimates 

with validation data even if both source data sets contain measurement error. For example, 

Cajner et al (2019) use employment data from a survey (Current Employment Statistics from 

the U.S. Bureau of Labour Statistics) and microdata from a payroll processing firm to 

estimate U.S. employment growth. They argue that both sources contain measurement error, 

but that by using a statistical model that derives optimal predictions from the two sources, 

they obtain estimates that are superior to what could be obtained from either source alone.  

This type of validation study can address coverage problems, as well as measurement 

problems. A nice UK example is the work of Jenkins (2017). Jenkins uses survey data (from 

the Family Resources Survey) and administrative tax records to study changes over time in 

income inequality. He argues convincingly that household surveys provide poor coverage of 

very-high-income households and individuals, so that the samples are effectively truncated 

(on the right tail). He addresses this by combining inequality estimates for the bulk of the 

distribution from the survey with inequality estimates for the top tail of the income 

distribution from the tax data. Note that the survey data are preferred for low- and middle-

income individuals, partly because many lower income individuals are not required to file tax 

returns in the UK. Using both survey and tax data in the estimation process substantially 

alters conclusions about the time path of income inequality in the UK. Jenkins estimates that 

between 1996/7 and 2007/8 the Gini coefficient for individual gross income rose by 7-8%. 

Estimates based on survey data alone suggest a fall of 5% for the same period.  
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Data Enhancement 

The second broad category of application of integrated data is when administrative data are 

combined with survey data to create new data that is superior to either of the individual 

sources. We further differentiate between three types of enhancement: enhancements of 

measurement, enhancements of content and enhancements of representation. Enhancements 

of measurement and content are those cases where researchers are interested in the set of 

units captured by a source data set (administrative or survey) but want to add a concept or 

improve a measurement. This will involve data linkage. 

Enhancements of representation are those cases where administrative and survey data are 

combined to address errors of coverage or selective nonresponse, or more generally to 

improve representativeness. Here integration may fill in “missing units” in one data set with 

the other. The integrated data to be analysed will often be the union of the units captured by 

the survey and administrative sources, whereas with enhancements of content or 

measurement, analysis is naturally restricted to the (linked) intersection of the two sets of 

units.  

Enhancement of Measurement 

We first consider enhancements of measurement. Data combination can replace a measure of 

a concept in the first data set with a superior measure from the second. A common example 

of this type is the addition of administrative income data to surveys. The administrative 

income data is superior to what might be collected in terms of accuracy, granularity, 

completeness, or historical coverage. For example, work by Juhn and McCue (2016) links 

survey data from the SIPP with earnings data from Social Security records. In the integrated 

data the SIPP provides detailed marital and birth histories for the women, while the matched 

Social Security data provides long earnings histories that would be difficult to capture 

accurately and completely in a survey. Juhn and McCue study how marriage and childbirth 

have impacted the earnings of women compared to single women. They find that over 

cohorts the marriage earnings gap (married women earn less than their unmarried 

counterparts) has diminished, but the birth earnings gap has remained constant.  

In the UK, survey data from the English Longitudinal Study of Aging (ELSA) linked to 

National Insurance data have allowed researchers to examine how past earnings impacted 

individuals during their retirement (Bozio et al, 2010; Bozio et al, 2013; Bozio et al, 2017; 
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Crawford et al, 2014 and Crawford and O’Dea 2014). For example, Bozio et al 2017 uses a 

measure of a couple’s lifetime earnings derived from survey data where both partners are in 

the study, and national insurance and survey data where one of the partners is missing, to 

estimate the association between couples’ lifetime earnings and wealth accumulation. 

Enhancements of Content 

Enhancement can alternatively involve the addition of measures of entirely distinct concepts 

that are not measured at all in the source data. Probably the most long-standing and common 

example of this is adding data from administrative mortality records to survey information. 

This approach has been used extensively in health research (e.g. Doll and Hill, 1954; Haan et 

al, 1987; Marmot and Shipley, 1996; Burström and Fredlund, 2001; Whitely et al, 2014). For 

example, Doll and Hill (1954) surveyed GPs about their smoking habits, and then followed 

up by linking to National Mortality Registry data, providing the first evidence of the 

detrimental effects of smoking on health. Similarly, there is a significant literature linking 

survey data with administrative hospital records. For example, in Scotland where 

administrative health data has been used successfully for research for some time, a number of 

older cohort studies have been very successfully followed and analysed for decades by 

passively following up on earlier life surveys through record linkage (e.g., the Midspan 

Studies – see Hart et al, 2005). More specifically, in other integrated analyses, researchers 

have used the richness of data on participants’ characteristics and health from survey data 

combined with hospital records in a wide range of applications. Examples  include: the 

impact of childhood obesity on hospital admissions (Griffiths et al, 2019), preventable 

hospital admissions (Falster et al, 2019), and hospital costs (e.g., Geue et al, 2015).  

The series of papers by Stinebrickner and Stinebrickner are a useful example of this in the 

education field, and also serve as a reminder that it can be the administrative data, rather than 

the survey data, that is augmented. These authors were concerned with understanding college 

dropout (university drop out in UK terminology) among low income students, which is an 

important problem, particularly in the United States. In their first paper (Stinebrickner and 

Stinebrickner, 2003) they had administrative data in the form of student records from Berea 

College (a liberal arts college in the U.S. which primarily serves students from lower income 

backgrounds). While this provided novel associations of student characteristics with 

subsequent dropout, the mechanisms driving dropout (and hence generating these 

associations) remained largely a black box. This was because key variables in plausible 
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models of the dropout decision, such as the credit constraints faced by students, or their 

expectations of academic success and of earnings, were not captured in the administrative 

data. They then designed a survey using the administrative data as a frame to generate an 

integrated data set. The survey enhanced the administrative data by providing measures of 

key variables such as expectations and credit constraints. This allowed subsequent research 

which provided a much-enhanced understanding of the dropout decision (see Stinebrickner 

and Stinebrickner, 2008 and 2012).  

In the UK, the Department for Education calculates value-added measures of school 

performance using administrative data. A possible concern with these calculations is that the 

administrative data do not contain measures of background variables that are known to be 

important determinants of educations outcomes. If such variables vary across schools, then 

the value-added calculations could suffer from important omitted variable bias. Dearden et al 

(2011) use linked survey and administrative data to assess such biases, particularly focussing 

on mothers’ education as a potential omitted variable. They exploit a linkage that exists for a 

particular cohort of students to add mothers’ education from the Longitudinal Survey of 

Young People in England (LSYPE) to the NPD (the administrative data source). Value-added 

calculations on these enhanced data indicated that failure to control for mothers’ education 

can indeed lead to significant biases in value-added comparisons across schools.   

Other excellent examples of enhancement of content in the education field include Baron and 

Cobb-Clark (2010), Broecke (2012), Rouse et al (2013), Dale and Kreuger (2014), and Cobb-

Clark et al (2015).  

Enhancement of Representation 

Integrated data can also be used to enhance coverage. We discussed above a validation study 

(Jenkins, 2017) that addressed the poor coverage of high-income households and individuals 

in household surveys by combining estimates for inequality for different parts of the income 

distribution from the survey data (for the bulk of the distribution) and from tax data (for the 

top tail). Burkhauser et al (2017) address the same problem; however, in contrast to Jenkins, 

they combine data, rather than estimates (and then use the combined data as the basis for 

estimation). Thus, in our typology it is an enhancement study (in particular, an enhancement 

of representation). Their main approach is the same as the “SPI adjustment” that DWP makes 

to the Family Resource Survey data before using the resulting enhanced data to produce the 

official income statistics in the UK (“Households Below Average Income”; see Department 
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for Work and Pensions, 2015). Like Jenkins (2017) this approach uncovers rising income 

inequality that is missed by analyses of survey data alone.  

In another example Gray et al (2019) employ Scottish Health Survey data alongside 

administrative hospital records to improve estimates of drinking prevalence derived from the 

survey, which may be biased by the omission of survey non-responders. Gray et al (2019) use 

the administrative data to estimate the differences in demographics and hospitalisation 

between respondents and non-respondents, create synthetic observations for non-respondents 

and then impute drinking prevalence to these synthetic non-respondents. Thus, they improve 

coverage by using administrative data to add survey non-responders back into the analyses.  

Finally, Sakshaug and Antoni (2019) take a very different approach to using integrated 

administrative and survey data to address limitations which arise due to errors of survey 

coverage and representativeness. Rather than using administrative data to replace or impute 

missing units, Sakshaug and Antoni (2019) explore how linked administrative data can be 

used to improve weighting adjustments for nonresponse in a survey. Thus, in this case the 

enhanced data do not have additional units, but rather new weights. They find that weighting 

adjustments incorporating variables from the administrative data are superior to adjustments 

based on survey paradata alone.  

3. The Quality of Integrated Data  

In the previous section we saw that integrated data are often used to address errors or other 

limitations of a source data set. This may be through improving collection, processing or 

estimation in a validation study, or through the creation of a new enhanced data set from the 

combination of survey and administrative sources. These data are, by design, superior to the 

source data sets, at least in some dimensions. However, particularly when new data are 

created through enhancement, it is important to remember that integrated data will also be 

subject to errors. First, any errors in the source data sets that are not addressed by 

enhancement will be inherited by the integrated data. For example, if we link administrative 

data to survey records to provide a superior measure of income, the integrated data will 

inherit any coverage errors in survey data. Equally, administrative data will also have errors 

of various types, and these too can be inherited. In addition, new errors may be introduced by 

the process of integration. It is therefore important that researchers think systematically about 

the sources of error in integrated data and their consequences for estimation.  
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Harron et al (2017) and Sakshaug and Antoni (2017) contain excellent discussions of the 

types of errors that can arise through the process of data linkage. Harron et al propose a 

number of ways in which the degree and importance of linkage error can be assessed. Gilbert 

et al (2018) provide guidelines for the types of information that data linkers should provide to 

researchers. However, what we argue here is that the quality issues around integrated data 

should be considered more broadly than just errors arising in linking additional data to set of 

units. First, not all integrated data involves linkage. As discussed in the previous section, 

integrated data can also involve the addition of units to address coverage or response 

problems. Second, as noted above, errors in integrated data may be inherited from the source 

data sets, as well as in arising from the processes of data integration. A similar point is made 

by Hand (2018) in the context of UK Small Area Income Statistics, which combine survey 

data with a number of administrative data sources (including claimant counts). 

In this section we therefore lay out a framework for thinking about all of the potential sources 

of error in integrated data. Our framework builds on the well-known Total Survey Error 

framework for survey data, and on recent extensions of that framework to other data types. 

We begin by briefly reviewing the Total Survey Error Framework. 

The Total Survey Error framework  

Data quality is driven by the processes that generate the data, and by potential errors that can 

occur at the different stages of these processes. In survey methodology, the Total Survey 

Error (TSE) framework is widely used to describe the kinds of errors that can occur in 

surveys and their potential impact on statistical estimates (see e.g. Groves, 1989). Errors are 

viewed in a statistical sense as deviations from the desired outcome, rather than as mistakes. 

Errors can be of two broad types: biases introduce systematic errors into estimates, while 

variable errors affect the precision of estimates. Errors are also classified into two broad 

classes: errors of representation (selection bias) and measurement errors.  

Figure 1 illustrates the survey process and associated error sources. Errors of representation 

occur if the sample of survey respondents is not representative of the population of interest. 

This might be due to coverage errors, sampling errors, non-response error, or adjustment 

errors. Measurement errors occur if the variables in the data do not correspond to the 

concepts of interest. This might be due to specification error, reporting error, or processing 

error. 
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Figure 1: The Survey Process and Error Sources That Can Occur at Each Stage 

 

 

Source: Adapted from Figure 2.5 in Groves et al (2009) 

Many of these kinds of errors apply equally to data generated for administrative purposes. 

Hence, while the focus of TSE is on survey errors, the framework has recently been expanded 

and adapted to accommodate errors in other data sources, such as so-called “big data” and 

administrative data (e.g. Biemer et al, 2017). As such the framework is now being termed the 

Total Error (TE) framework to reflect its broader applicability (see e.g. Lavrakas, 2013; 

Biemer, 2014). Connelly et al (2016) and Groen (2012) also refer to the TE framework in the 

context of administrative data.  

An extremely important point is that administrative data, like survey data, have data 

generating processes, errors can enter through those processes, and indeed, steps in those 

processes often include human actions (Connelly et al, 2016; Hand, 2018). The UK Statistics 

Authority (2014) has noted: ‘we have been surprised by the general assumption made by 

many statistical producers that administrative data can be relied upon with little challenge, 

and, unlike survey‐based data, are not subject to any uncertainties’ (UK Statistics Authority, 

2014).  
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Adapting the TE Framework to Integrated Data  

Our key argument is that errors may be inherited from both data sources, as well as arising 

through the process of integration, and that the TE framework is useful for understanding the 

errors in order to help mitigate their impact on inferences made from integrated data.   

Table 2 summarizes the sources and types of errors that can arise in integrated data. The rows 

of Table 2 follow the TE framework in classifying errors into errors of representation and 

errors of measurement, and then further dividing those classes. The columns of Table 2 

address, from left to right, errors entering through the survey data, through the admin data, 

and through the process of integration. Below, we discuss these in turn. 
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Table 2: Errors in Integrated Data from survey data, administrative data, and data linkage 

 From Survey data From Administrative data Via Linkage 

Errors of representation 

Sampling 

error 

Increased variance due to 

sampling 

 

Bias if certain units of the 

population systematically 

excluded 

Sampling sometimes 

necessary to handle large 

volume of data.  

Bias if non-probabilistic 

sampling or probabilistic with 

unknown sampling 

probabilities 

Sampling properties unknown 

when data to be analysed are the 

intersection of units in the two 

sources 

Coverage 

error 

Mismatch of the sampling 

frame and the population of 

interest (e.g. exclusion of 

homeless or those living in 

institutions from address-based 

samples) 

Population covered is defined 

by who is involved in the 

process that generates the 

data (e.g. unbanked not 

included in financial 

transactions data, those who 

use private health care in UK 

not included in administrative 

NHS hospital records). 

The intersection of units 

captured by survey and 

administrative data may cover 

less of the population than either 

source individually 

Non-

response 

error 

Bias if non-respondents differ 

from respondents in key 

characteristics  

A unit that should be in the 

administrative data is not (e.g. 

an individual failing to file a 

required tax return; or failing 

to seek help for a medical 

condition).  

Bias if those who do not consent 

to data linkage differ from those 

who do on key characteristics 

Bias if error in linkage variables 

leading to linkage failure is 

associated with characteristics of 

interest 

Measurement error 

Specification 

error 

Questions are designed to 

measure concepts of interest, 

but not all research questions 

will be foreseen at design stage 

Possible mismatches in 

concepts of interest (e.g. total 

income or taxable income) or 

units of interest (e.g. 

individuals vs households) 

Differences in units of 

aggregation or temporal units 

between the survey and admin 

data. Errors due to delays in 

updating admin records 
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Reporting 

error 

Due to respondent errors (e.g. 

recall problems or deliberate), 

or influence of the interviewer, 

questionnaire, or mode of data 

collection on responses  

Due to errors made by 

individuals completing forms 

(e.g. company administrators 

providing information about 

individuals; individuals 

providing information about 

their income in tax returns), 

systematic biases may be 

introduced by fee structures 

(e.g. in UK GP records) 

Incorrect linkages may lead to 

incorrect information being 

assigned to units 

Processing 

error 

Coding or classification errors, 

transcription errors with paper 

questionnaires 

Errors in transcribing data 

from paper forms; errors in 

data processing and reduction 

Errors in data processing and 

reduction 

 

Errors Entering Through the Survey Data 

There are three key types of errors of representation in surveys. Sampling error arises from 

the need to select a sample rather than studying the full population. Sampling error usually 

increases the variance (reduces the precision) of estimates, but typically has little effect on 

bias. Coverage error arises from the fact that segments of the target population are 

systematically excluded from the sampling frame. Examples are the exclusion of non-Internet 

users in online surveys or the homeless and institutionalised populations in household 

surveys. Non-response error arises through that fact that not all sample members participate 

in the survey, either because they could not be contacted or because they decline to 

participate. To the extent that those excluded differ from those included in the survey, non-

response error can introduce bias in estimates. If a survey sample is used as the basis for 

linking, sampling errors affect the combined data set. Similarly, unless the process of 

integration removes them (as in some of the enhancement studies discussed in the previous 

section) survey coverage and non-response errors will be inherited by the integrated data.  

The second broad class of errors are related to the process of measurement. Specification 

error occurs if the concepts measured by the data or method do not coincide with the 

concepts of interest for research purposes. Given that surveys are “designed” data (i.e. they 

are designed to measure the concept of interest; see Groves, 2011), specification errors in 
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surveys are minimised at the design stage. However, it is certainly true that no survey can 

foresee all possible applications and concepts required. In many cases, specification error 

arises ex-post when researchers have interests unforeseen by survey design. There is also a 

tension in survey design between interview length and covering all possible concepts. 

Reporting or response errors are typically the biggest source of measurement error in self-

report surveys. Respondents may misreport (or fail to report) “correct” information for a 

variety of reasons, including problems understanding the question, recalling or retrieving 

information from memory or records, or altering the response (e.g. socially desirable 

responding, satisficing, etc.). Responses can also be influenced by the interviewer, the 

questionnaire, or the mode of data collection. Finally, processing errors can arise during the 

process of coding, classifying and preparing the data for analysis. 

Errors Entering Through the Administrative Data 

Starting with errors of representation, sampling errors are often viewed as not relevant to 

administrative data, as the data are often available for the full set of participants. Increasingly, 

however, because of the size of administrative data sets, sampling is being used. For example, 

the Credit Reference Agency data studied by the UK Financial Conduct Authority is a 10 

percent sample of the full file. As with surveys, sampling error in administrative data reduces 

the precision of estimates, but is not normally a source of bias.  

Other types of errors of representation can and do occur in administrative data and, as with 

errors of representation in a survey, can be an important source of selection bias in estimates. 

Errors of representation can occur because some units are not covered by design (for 

example, in the UK not all individuals are required to file tax returns, and in most countries 

not all households will receive pensions and benefits). Alternatively, units that should be 

captured by the data may not be. Further examples included the unbanked or under-banked 

(not included in credit records or other financial datasets), those with education from abroad 

(who may be absent from education administrative records data), and those with no 

interaction with the National Health Service (e.g. people who do not register with a GP, often 

those who are highly mobile or homeless; those who use private health care or those with 

symptoms who choose not to seek medical assistance, see Herrett et al, 2015). Administrative 

data seldom cover populations such as refugees or undocumented immigrants, while recent 

evidence (Bollinger et al,2019 suggests that surveys may cover this population. Depending 

on how the administrative data are compiled, i.e. which data sources they draw on, the data 
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may or may not represent a segment of the population that is well defined. For example, 

credit reference data might be representative of credit products held in a country, but need not 

be representative of people currently living in the country.  

Turning now to errors of measurement, specification error is potentially more likely in 

administrative data than survey data as administrative data are typically not constructed with 

analytic purpose in mind and are usually collected for a purpose other than statistical 

estimation. There are two potential sources of specification error. Unit of analysis errors 

occur when the administrative data are collected about different units than the analytic goals. 

Examples include data on persons versus households or benefit units, or account- or 

mortgage-holders (may be jointly held accounts).  

Conceptual differences refer to concepts defined for administrative purposes that may not 

match the analytic goals. In U.S. medical records, billing codes may not match medical 

diagnoses or self-reported conditions. For example, in primary care in the UK although there 

is a standard coding system, GPs complete this information during consultations for medical 

rather than research purposes and often write free text notes for diagnoses, which are not 

included in the research data (Herrett et al, 2015). Moreover, binary classifications – e.g. 

person has a disease or not – do not reflect the continuum of health that most people 

experience, and risk factors are measured much more frequently among those in ‘at risk’ 

categories (e.g. those with diabetes) than the general population (Herrett et al, 2015). For 

income data, not all income is subject to taxation, and hence may not appear on the 

administrative data. Clergy in the U.S. may set aside up to 50% of their pay as a housing 

allowance (to offset those who serve congregations with a rectory or parish house). The 

earnings reported to the government are thus lower than the actual payments made to the 

individuals and have been observed in comparing survey and administrative records 

(Bollinger et al, 2018). Hand (2018) notes that “A particular issue with administrative data 

sets arises from the very fact that they were not deliberately collected to answer the later 

statistical question being addressed.” He cites the example of UK crime statistics based on 

surveys and administrative records, which often trend in opposite directions. He rejects the 

idea that the latter must be more accurate, as administrative data must be taken as they are 

while the survey questions are now based on much research into how to elicit the desired 

information.  
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While measurement error is believed to be larger in self-report surveys, administrative data 

are not without reporting error. Administrative data are often a compilation of data from 

different sources. Administrative data can be generated by computerized processes, such as 

automated payments of pensions or State benefits, where the recipient, date, value, and type 

of payment are automatically recorded as part of the payment process. Such processes might 

be centralised, for example administered by one central government administrative unit, or 

decentralised, for example administered in parallel by regional offices. If generated by a 

centralised process, such data are often considered reliable and accurate (see for example 

Jacobebbinghaus and Seth, 2007). With decentralised processes the data captured can be 

inconsistent, for example due to differences in computing systems or reporting requirements. 

Administrative data can also be generated by individuals filling in paper or online forms to 

report information on themselves (such as tax forms or applications for State benefits). 

Finally, administrative data can be generated by third parties reporting about individuals, for 

example health administrators, employers, or schools filling in forms to fulfil government 

reporting requirements about patients, employees, or pupils. There is no compelling reason to 

think that administrative data generated by individuals or third parties filling out forms are 

less subject to reporting error than survey data. 

One example is reporting of race on death certificates in the U.S., which is often based on 

observation by the medical examiner rather than on self-report from family members of the 

deceased. Similarly, on UK death certificates occupation is recorded by a family member 

who may not describe a job in the same way as the deceased would have, creating errors 

when looking at mortality by occupational class (Townsend et al, 1992). At the other end of 

the life course, Connelly and Gayle (2017) argue that parental occupational information from 

administrative birth records should not be assumed to be suitable for analysis. Administrative 

data on earnings collected for taxation purposes may be biased downward since individuals 

have incentives to hide earnings (see Bollinger et al, 2018).  

The quality of measurement of administrative data also depends on whether the data are 

central to the administrative purpose or not. For example, in data about social security 

entitlement reported to the State by employers, information about earnings and tax deductions 

are likely to be subject to more quality control than information about the employee’s level of 

education, which is not critical to the calculation of social security entitlements. If 

administrative data are associated with performance management, then it can be susceptible 

to distortion. A much-discussed instance of this is educational testing. These tests can be 
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“high stakes”: in different contexts standardized educational tests may significantly affect 

outcomes for students (for example grade promotion), teachers (employability or bonus pay) 

or schools (reputation, resources). This can lead to changes in the behaviour of individuals 

involved in the data generating process. Measurement error in these cases would include 

cheating by students, teachers or administrators. (Coverage error may be induced by the 

strategic exclusion of low-performing students from taking the test.) For further discussion 

see Nichols and Berliner (2005). More generally, as administrative data are typically more 

directly related to resource allocations and social decisions, there may be, in some contexts, 

more incentive for individuals involved in the data generating process to ensure accuracy of 

the resulting data than in surveys, but in other cases the incentives may go the other way. For 

example, the introduction of the Quality and Outcomes Framework in the UK, which 

provides incentives to GPs to identify and accurately code some kinds of activities, e.g. 

smoking behaviours, more than others, can distort information on the prevalence of risk 

factors since they are records more in response to the availability of fees that population 

behaviours (Herrett et al, 2015).  

Finally, processing error may occur in administrative data, especially in the transfer of paper 

records to electronic formats. Descriptions may be coded incorrectly; transcription errors may 

occur and other errors may arise through the process of transforming administrative forms to 

analytic data.  

Errors Entering Through Data Integration 

Starting with errors of representation, coverage may be improved by integration, particularly 

when the enhanced data includes the union of the units in the survey and administrative 

sources. However, when data are linked to enhance measurement or content, coverage errors 

may be introduced or exacerbated. At best, the coverage of the linked data will be the 

intersection of the coverage of the component data sets: and this will often be less than the 

coverage of either. That is, gaps in one data source may be compounded with those in the 

other.  

Where data are being linked, further errors of representation can arise through failure to link, 

or, when linkage requires consent, through failure to obtain consent (Sakshaug and Antoni, 

2017). With probabilistic matching (without unique identifiers) there will be both mis-

matches and failures to make correct matches. Even with deterministic matching (using a 

unique identifier) there can be errors, if the unique identifiers are mis-recorded in one or more 
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source data sets. This can happen, for example if identifiers are reported in a survey or to an 

administrative organization. 

Failure to obtain consent or to link will introduce selection bias if such failures are related to 

unit characteristics. Existing evidence confirms that matching errors are not likely to be 

random, but rather related to the characteristics of the units under study. Sakshaug et al 

(2017) examine the rate of linkage errors using different procedures to link a German federal 

employment database to a general population survey. Identifiers on the sampling frame are 

error-prone and non-unique. They report linkage rates of between 60 and 80% and find that 

the linkage rate, and hence linkage error, varies with individual and household characteristics. 

See also Sakshaug and Antoni (2017) and Aldridge et al (2015). Bollinger et al (2019) find 

that linkage rates between the U.S. Current Population Survey and federal tax data are over 

90% for most groups but fall to 50% for Hispanic non-citizens (they are well over 80% for 

Hispanic citizens). Illegal immigrants are included in the survey, but not in the administrative 

tax records. 

Various kinds of measurement error can also be introduced through the process of data 

integration. Specification errors may arise through differences in units of aggregation 

between the two data sources, producing many-to-one or one-to-many problems. Similarly, 

specification errors may also be introduced though temporal or periodicity mismatches. 

Survey data are typically designed to collect information about a specific point in time or 

period. Administrative data are continuously updated and may refer to administrative units, 

e.g. a hospital episode, rather than a time period. Specification errors arise through 

mismatches in the time period covered by the two data sources, or delays in updating 

administrative data. For example, survey data collection on employment and earnings often 

refer to the past pay period, past month or calendar year, while administrative records may 

refer to a tax year.  

Decisions about how to resolve conceptual differences may introduce measurement error in 

the integrated data set. If similar variables occur in both data sources, decisions about which 

one to use or how to combine the two may produce errors. 

Kapteyn and Ypma (2007) examine measurement error in a survey conducted in Sweden 

which was linked to the Longitudinal Individual Data (LINDA). They estimate a set of 

models examining difference between survey and administrative measures of earnings, 

pensions and taxes allowing for mis-linkage between the survey and the administrative 
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records of LINDA. They estimate the mis-linkage rate to be between 0.02 and 0.13. They 

also conclude that estimates of measurement error in survey data which do not allow for 

linkage mismatch may lead to biased estimates of the measurement error process. Bollinger et 

al (2018) also estimate similar models, but find less evidence of linkage error. 

4. Conclusion 

Integrated data is becoming increasingly common. It has been used to some good effect in a 

variety of contexts, although predominantly in validation studies where the primary goal was 

to investigate the quality of survey data. Increasingly, integrated data is being used in an 

enhancement role, either to improve representation, content or measurement. However, these 

limited applications are just the beginning of what may be possible with integrated data.   

While the potential for integrated data is great, little has been developed as standards for the 

use of integrated data. Researchers need to pay close attention to issues of representation, 

measurement and specification. In the past, researchers have been content to treat 

administrative data sources as a gold standard; however recent evidence suggests a more 

comprehensive view is wiser. The processes which generate administrative data are very 

different than those of surveys, but they are not without measurement error, sample selection 

and other data errors. The process of linking or appending data can itself generate significant 

issues which are largely ignored. While integrated data can solve many problems, the 

solution is not costless and not always simple. 

Researchers need a systematic approach to integrated data, which we argue should be based 

on the Total Error framework. Assessment of data quality at every stage and from every 

source is an important step in all research projects. While there are many standards for such 

approaches in different fields, none of these standards has addressed the issues of integrated 

data in a comprehensive way. 

The need for a systematic approach suggests a research agenda on methodology seeking to 

provide researchers with both broad guidelines and specific approaches which can be 

implemented across many fields in social sciences for many different types of integration. 

Drawing on the Total Error framework we think three basic areas should be particular 

priorities for initial investigation: 

1. Errors of representation created in the linkage process 

2. Best practice for validation studies 
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3. Specification errors arising in enhancement applications 

Link failure, link mismatch, coverage universe of administrative data and sampling universe 

of survey data are all potentially present in any linkage of survey and administrative data. 

Using the TE framework allows investigation of the trade-off between reducing omitted 

variable bias and potentially increased representation error in the case of enhancement data. 

This includes the trade-off between having the full population in an administrative data 

source (unlinked) but missing many key variables. By establishing a methodology which is 

well suited to measuring the costs and benefits of any of the approaches, this allows cohesive 

investigation of potential solutions or improvements such as inverse probability weighting. 

Validation type studies are fundamentally a repeated measures opportunity.  Historically, 

integrated data which includes two measures of the same variable has treated the 

administrative data as the gold standard. There are times when this assumption may be 

justified; however, few guidelines exist for this decision. A testing environment is desirable 

and the TE framework can be used to develop one, again measuring trade-offs between bias 

and specification. There is little guide on how to address and handle cases where neither 

survey nor administrative data can be treated as a gold standard.  

Specification errors arise in particular when surveys and administrative data differ in their 

time frame or unit of analysis. There are few if any comprehensive approaches to dealing 

with this issue which will be increasingly more common. Again, the Total Error framework 

allows an investigation of the trade-offs between enhancement or validation data advantages 

in reducing other biases and the cost of misspecification in this dimension.   
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