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Non-technical summary

Many social surveys have adopted web first sequential mixed mode designs in which first a
web questionnaire is offered, then non-respondents followed up face-to-face (Computer
Assisted Personal Interviewing, CAPI) or by telephone (Computer Assisted Telephone
Interviewing, CATI). Such designs may be less costly than CAPI or CATI only designs and may
produce datasets of higher quality than web only designs. However, there has been little
research evaluating dataset quality in longitudinal surveys at (later) waves after the design is
introduced, which are equally important to survey quality but suffer from greater levels of
attrition and, in the case of longitudinal datasets including only respondents to all waves, non-
response. In addition, work on design refinements to reduce costs and / or improve dataset
quality is limited. We address these questions using data from the UK Household Longitudinal
Study (UKHLS) COVID-19 Study, which utilised a web with CATI follow-up design at several

waves.

Key findings are that: 1) such follow-ups improve response rates and dataset sizes at both
waves and for both cross-sectional (all respondents to the wave) and longitudinal datasets;
2) such follow-ups improve dataset representativeness compared to eligible samples for all
considered datasets; 3) such follow-ups improve non-response weighted dataset quality in
terms of remaining non-response biases and precision loss for all datasets; and 4) design
refinements, namely not web sampling non-regular internet users and instead using the
savings to expand CATI of such individuals, reduce the quality of some datasets (in the first
case) and only improve datasets when more extra respondents can be added than obtainable
for the cost of reducing web sampling (in the second). We then discuss the implications of our

findings for survey practice.
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Abstract:

This paper investigates the impacts of follow-ups of web non-respondents with CATI
(Computer Assisted Telephone Interviewing) on cross-sectional (all respondents to the survey
wave) and longitudinal (only respondents to the wave and all waves previous) dataset quality,
and of refinements to the survey design on datasets. The analysis uses data from the UK
Household Longitudinal Study (UKHLS) COVID-19 Study. The impacts of follow-ups of non-
respondents on response rates, representativeness and weighted dataset quality are
guantified, along with those of not web sampling non-regular internet users and instead

expanding use of CATI. Implications of findings for survey practice are then discussed.
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1. Introduction

In recent years, many social surveys have adopted web first sequential mixed mode designs
in which first web mode is offered, then non-respondents followed up in interviewer
administered modes (face-to-face (Computer Assisted Personal Interviewing, CAPI) or
telephone (Computer Assisted Telephone Interviewing, CATI) (Brown & Calderwood 2020).
Compared to CAPI or CATI only designs, these designs can reduce survey costs (Dillman 2014,
p.401). Compared to web only designs, they can increase dataset quality in terms of dataset
size, resemblance to study populations (representativeness) and non-response bias, although
they can also cause measurement differences, where responses depend on mode (De Leeuw
2018; Burton & Jackle 2020). However, there is little work on how follow-ups impact on
dataset quality in longitudinal surveys at waves after the one at which they are introduced
(later waves), which are equally valuable but subject to greater sample attrition and non-
response. In addition, research on design refinements to reduce costs and / or increase
dataset quality is limited. Answering these important questions for survey designers is the

aim of this paper.

To address our questions, we use datasets from the UK Household Longitudinal Study
(UKHLS) COVID-19 Study, a high frequency longitudinal web survey of participants in the
UKHLS main survey undertaken during the COVID-19 pandemic in which at several waves
some non-respondents were followed up by CATI. We define dataset quality in terms of
response rates and therefore dataset sizes, representativeness, and remaining non-response
biases and precision loss after non-response weighting. Whilst we acknowledge the
importance of measurement differences, they are not studied in this paper and are left to

future work. We consider the following four research questions

RQ1: How do follow-ups affect response rates and dataset sizes at later waves?



RQ2: How do follow-ups affect dataset representativeness at later waves?

RQ3: How do follow-ups affect remaining non-response biases and precision loss after non-
response weighting at later waves?

RQ4: Are refinements to the survey design to reduce costs and / or increase dataset quality,
namely not web sampling non-regular internet users and using the savings to expand CATI of

them, possible?

1.1. Motivation: declining response rates — a challenge for modern survey design

Declining response rates are a challenge for surveys (de Heer & de Leeuw 2002; Luiten et al.
2020). They reduce dataset size, inflating survey estimate variances (precision loss). If non-
respondents and respondents differ, they can also cause estimates to deviate from
population values (non-response biases), leading to invalid inference. Consequently,
significant effort is expended on maximising dataset quality. Measures are undertaken before
or during data collection to increase response by under-represented subgroups, for instance
by following-up non-respondents (bias prevention measures: Groves et al. 2001; Groves &
Heeringa 2006). They are also undertaken post collection to reduce remaining biases, such as
producing non-response weights (bias adjustment measures: e.g. Valliant & Dever 2013).
Note as well that bias prevention measure effectiveness can increase adjustment ability to
reduce biases (Lundquist & Sarndal 2013; Sarndal & Lundquist 20144, b; Schouten et al. 2016),
and, as adjustments are inefficient (Little & Vartivarian 2005), reduce precision loss due to

their use.

These efforts to maximise dataset quality increase survey costs. One solution to this
issue is to replace CAPI or CATI with less costly modes such as web (Couper et al. 2007;

Schonlau et al. 2009; Baker et al. 2010; Olson et al. 2021). Beyond cost, web mode may also



increase response in some subgroups (McGonagle & Sastry 2023). Its disadvantages are that
overall response rates are often lower (Fricker et al. 2005; Jackle et al. 2015; Kirchner &
Felderer 2016; Daikeler et al. 2020; Wu et al. 2022), and that dataset quality (with the proviso
regarding measurement differences noted earlier) tends to be maximised by use of both web
and other modes (mixed mode designs: e.g. Cornese & Bosnjak 2018; Burton & Jackle 2020;
Peytchev et al. 2022). Hence, many surveys have begun to adopt web first sequential mixed
mode designs in which first web mode is offered, then non-respondents followed up by CAPI
or CATI (Brown & Calderwood 2020; van Berkel et al. 2020, 2024, Institute for Social and
Economic Research 2021, 2024a, 2024b; Lipps & Pekari 2021; Voorpostel et al. 2021;
McGonagle & Sastry 2023). These can reduce costs compared to CAPI or CATI only designs
(Lipps & Pekari 2021; McGonagle & Sastry 2023) and improve dataset quality compared to
web only designs (Dillman et al. 2009; Klausch et el. 2015; Lipps & Pekari 2021; Mackeben &

Sakshaug 2023; McGonagle & Sastry 2023; Moore et al. 2024).

So far though, most research on the impacts on dataset quality of such designs
compares datasets to those from the single non-web mode designs used previously in surveys
(e.g. Bianchi et al. 2017; Voorpostel et al. 2021), or quantifies the impact of follow-ups on
cross-sectional survey datasets or longitudinal survey datasets at the wave at which the
design is introduced (Klausch et al. 2015; Lipps & Pekari 2021; Mackeben & Sakshaug 2023;
McGonagle & Sastry 2023; Moore et al. 2024). Little work exists on how in longitudinal surveys
follow ups impact on datasets at waves after the introductory wave (later waves), which are
equally important to survey quality. At these waves, in addition to non-response datasets will
be affected by greater levels of attrition, where sample members drop out due to death,
moving out of scope or refusal to participate (Lynn 2006). Both these factors will impact on

the longitudinal datasets that include only respondents to all waves and are the focus of these



surveys, and also (to a lesser extent with non-response) on cross-sectional datasets that
include all respondents to the wave irrespective of previous responses, which are often
produced from the data as well. Moreover, work on refinements to these web-first designs is
in its early stages. Limited information exists on whether it is possible to reduce survey costs
and / or improve dataset quality. Longitudinal surveys are a major social science investment,

so research to reduce these knowledge gaps is of considerable value.

1.2. Previous research relating to research questions

Concerning RQs 1 to 3, the most relevant work investigates changes over time in the impacts
of CAPI follow ups on dataset quality in the UKHLS Innovation Panel (IP: Moore et al.
submitted). Since 2012, a third of the annually interviewed sample has been allocated to a
web-first with CAPI follow-up design. Moore et al. studied cross-sectional datasets from this
sub sample covering the period 2012-2023. In the current context, the period 2012-2017 is of
primary interest: after, refreshment samples with no previous experience of web mode
entering the analysis samples complicate results. Over this period, follow-ups increased
dataset sizes, though to a decreasing extent, with web response rates increasing. Impacts on
representativeness compared to issued samples and on non-response biases remaining after
non-response weighting declined, with web dataset representativeness and weighted dataset
biases improving (note that UK population internet access levels increased considerably over
the study period). Precision loss due to weight use was not quantified, and longitudinal
datasets were too small to be studied. In addition, after 2017, follow-ups still increased the
size of datasets including refreshment samples (at a declining rate), but they did not improve

representativeness or weighted dataset biases.



Concerning RQ4, one way to reduce web first design costs is to first offer individuals
the mode they are most likely to respond by. In the UKHLS main survey, web-first with CAPI
follow-up is used for those predicted to be most likely to respond by web (Lynn 2017). For
those less likely to respond by web, CAPI-first with web follow-up is used. Regarding follow-
ups, Jackson et al. (2024) predict addresses unlikely to respond to CATI follow-up in the
California Health Interview Survey, and report that calling them less often than those more
likely to respond reduces costs without affecting dataset quality. In the UKHLS COVID-19
Study, Moore et al. (2024) report that non-regular internet user respondents have no impact
on wave 1 web dataset representativeness and weighted dataset quality. This implies that
not offering web mode to such individuals could reduce costs without affecting datasets. It
also raises the possibility that datasets could be (further) improved by using the savings to
instead obtain responses from more of them by CATI. However, so far neither the impact of
reduced web sampling on web plus CATI datasets nor that of expanding CATI has been

guantified.

2. Data

The UKHLS COVID-19 Study eligible sample is drawn from UKHLS main survey participants,
and we use main survey information in our investigations. Hence, we briefly describe both

surveys.

2.1. The UKHLS main Understanding Society survey

The UKHLS main survey began in 2009 and surveys people in the UK (Institute for Social and
Economic Research 2024). Its sample consists of probability samples, including several

refreshment samples. Annual interviews are sought from all adults in sample HHs. It has a
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sequential mixed-mode design: some sample members are allocated to web and others to
CAPI, with follow-up in other modes. Research shows that the survey continues to support

valid population inference (Benzeval et al. 2020).

2.2. UKHLS COVID-19 Study

When the pandemic began, individuals in UKHLS main survey wave 10 sample HHs were asked
to complete extra web surveys on how it was affecting them. The COVID-19 Study eligible
sample consisted of those aged 16+ who had not attrited, died or emigrated prior to its first
wave in April 2020. Eight further waves were fielded, the last in September 2021. Ca. 1/3 of
web non-respondents identified from main survey information as non-regular internet users
(those who use it less than once a week, with those lacking information similarly designated)
were followed up by CATI at wave 1, with respondents and 12 others who requested it again

followed up in the mode at wave 6 (Institute of Social and Economic Research 2021).

3. Methods

In addition to the wave 6 cross-sectional and longitudinal datasets, we consider the COVID-19
Study wave 1 dataset despite it having been studied by Moore et al. (2024). This is because
our analyses differ slightly, and because we use a more recent main survey dataset release
that includes non-response weights (used as ‘selection” weights in COVID-19 Study non-
response weight construction and also to weight eligible sample estimates of respondent
characteristics used to evaluate such weights: see section 3.2) for more respondents: see the

online Appendix for more details of the datasets used in this paper.
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3.1. Methods to evaluate dataset sizes, response rates and representativeness

We quantify COVID-19 Study eligible sample sizes at waves 1 and 6, along with (both cross-
sectional and longitudinal dataset at wave 6) respondent numbers and response rates, both
for each mode and overall. To assess dataset representativeness, for those with main survey
wave 9 weights, for each dataset we also quantify the main survey wave 9 measured
sociodemographic characteristics of respondents by each mode and overall and compare
them to the characteristics of their eligible samples. We consider the following
characteristics: Sex (male, female); Age (16-29, 30-39, 40-49, 50-59, 60-69, 70+);
Qualifications (Degree, A level, GCSE or lower); HH structure (Single, no kids, Single, kids,
Couple, no kids, Couple, kids, Other); Ethnic minority (Yes, No); Country (England, Wales,
Scotland, Northern Ireland); HH Tenure (Owned, Mortgage, Rented, Social Housing); HH
income (continuous); and Longstanding illness (Yes, no). We compute their prevalences and

95% confidence intervals (Cls).

3.2. Non-response weight construction and evaluation

3.2.1. Non-response weight estimation

The aim of the COVID-19 Study non-response weights is to map respondents to the UK
population at main survey wave 9 (2017-18), updated for mortality and emigration but not
immigration. We compute them for each considered dataset as the product of the main
survey wave 9 cross-sectional non-response weights and a regression-based adjustment for
Study non-response, so estimation depends on having main survey weights. We use a range
of sociodemographic, economic, health and survey design variables as predictors in regression
models. We describe the methods used to identify final models and estimate non-response

adjustments and weights in the online Appendix.
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3.2.2. Methods to evaluate non-response weighted dataset quality

A difficulty when evaluating non-response biases is finding benchmark population values (e.g.
Hand 2018). Hence, we instead evaluate biases by comparing COVID-19 Study non-response
weighted mean estimates of main survey measured respondent characteristics to equivalent
eligible sample main survey wave 9 weighted benchmarks. Note that this approach relies on
the main survey weights effectively mapping respondents to the population: see Benzeval et
al. (2020) for evidence of this. To statistically compare estimates, we use the test of Moore et
al. (2024), which accounts for dataset partial dependencies (respondents are subsets of
eligible samples): see the online Appendix for details. 15 characteristics are studied: 10 that
are included in weighting models (Subjective financial situation (SFS): comfortable or OK; SFS:
just about getting by; SFS: finding it quite / very difficult; Tenure: owner occupied; Tenure:
mortgage; Tenure: rented, Tenure: social housing; Low skill occupation: yes; Any savings
income: yes; Behind with some or all bills: yes), and 5 that are not (Income poverty: yes;
Receives core benefit: yes; Visited GP in last year: yes; Smoker: yes; Hospital outpatient in last
year: yes). All are binary variables. We also compute mean absolute standardized biases
(MASBs), the means of absolute biases between estimates and benchmarks divided by
benchmark estimate standard deviations, and their 95% Cls. These means are our main focus

in the paper.

To evaluate precision loss due to weight use, we utilise the DEFF (Kish 1965). This
metric provides a conservative estimate (weighting variables and outcomes of interest are
assumed to be uncorrelated) of the extent to which survey sampling error is expected to

depart from that under simple random sampling with a 100% response rate:

DEFF = 1+ (SD(weights) /mean(weights))?, (1)

13



where SD(weights) is the weight standard deviation. A larger value implies greater precision
loss. We also estimate effective (weighted) dataset sizes (Nperr = N / DEFF). Npere is affected
by unweighted dataset size, but quantifies impacts on datasets used by substantive

researchers.

3.3. The impacts of not web sampling non-regular internet users on dataset quality

To evaluate the impacts of not web sampling non-regular internet users on dataset quality, we
remove them from web only and web plus CATI respondent datasets, use the methods
described in sections 3.2 and 3.3 to quantify dataset sizes, representativeness and non-
response weighted dataset quality, and compare findings to those for the datasets including

such respondents.

3.4. The impacts of expanding CATI on dataset quality

Empirical work investigating the impacts of expanding CATI on dataset quality is not possible

due to the COVID-19 Study having ended. Hence, we utilise a simulation approach.

3.4.1. Simulated dataset generation

Simulated dataset generation is fully described in the online Appendix. We provide a brief
overview here. We simulate extra CATI respondents from main survey wave 9 weighted non-
regular internet users not issued to CATI, including those that responded by web. We predict
synthetic CATI response probabilities for these individuals given modelling of those of non-
regular internet users that were issued to CATI (note that this assumes that such probabilities

are same for both groups of individuals, a point we return to in section 7). Then, we use these
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probabilities to simulate extra CATI respondents, utilising a multinomial sampling without
replacement procedure. At wave 1, we simulate datasets with n = 104, 250, 500, 750 and
1000 extra respondents. 104 is the rounded number interviewable for the cost of web
sampling non-regular internet users at wave 1 given that 21.7 successful web responses were
obtained for the cost of one successful CATI response in the COVID-19 Study (Moore et al.
2024) i.e. the number responding, 2247 (see Table 2), divided by 21.7. Note that a further
breakdown of these costs is not available, and also that we could have added to the 104 figure
the 33 CATI respondents that would have been obtained by not web sampling the real CATI
respondents: we did not do so to provide the lowest possible figure given the experienced
cost ratio. The other n’s reflect scenarios in which this cost ratio is reduced. For each n, we
generate 1000 datasets. In the COVID-19 Study, only wave 1 CATI respondents and a few
others are issued to CATI at wave 6 (see section 2.1), and not all respond (see Table 1). Hence,
utilising a procedure analogous to that used for wave 1, we select extra wave 6 respondents
from the extra wave 1 respondents only, and add the same individuals to both the cross-

sectional and longitudinal datasets (see online Appendix, Table 3 for simulated dataset sizes).

3.4.2. Methods to evaluate simulated dataset quality

We evaluate simulated datasets in terms of non-response weighted dataset quality (we do
not consider dataset representativeness due to space constraints). We estimate weights for
each dataset as in section 3.2.1. Concerning biases, we compare weighted estimates of
respondent characteristics to eligible sample benchmarks and compute MASBs as in section
3.2.2. We then compare means across simulated datasets for each dataset / number of extra
wave 1 respondents and 95% Cls (prediction intervals (Pls) in these scenarios) to relevant

benchmark empirical web plus CATI dataset MASBs. Concerning precision loss, we compute

15



DEFFs and Npgrrs and for each dataset / extra respondent number and compare means and

95% Pls to relevant empirical dataset benchmarks.

4, Results

4.1. RQ1: How do follow-ups affect response rates and dataset sizes at later waves?

We report response rates and dataset sizes in Table 1. Eligible sample size at wave 1is 43,981,
33,951 with main survey wave 9 weights. 18,479 respond, 16,680 with a main survey wave 9
weight, a response rate of 42.01%. Of these, 17,761 respond by web, 16,009 with a main
survey wave 9 weight, a response rate of 40.40%. 3,398 non-regular internet users that do
not respond by web are issued to CATI. 718 respond, 671 with a main survey wave 9 weight.

Hence, follow-ups increase dataset size by 4.04%.

Eligible sample size at wave 6 is 43,862, 33,847 with main survey wave 9 weights.
Regarding the wave 6 cross-sectional dataset, 12,424 respond, 11,620 with a main survey
wave 9 weight, a response rate of 28.33%. This is less than at wave 1, an expected result due
to increased attrition (see Introduction). Of these, 12,035 respond by web, 11,248 with a main
survey wave 9 weight. a response rate of 27.44%. 730 individuals are issued to CATI, the wave
1 CATI respondents plus 12 others who requested it. 391 respond, 374 with a main survey

wave 9 weight. Hence, follow-ups increase dataset size by 3.25%.

Regarding the longitudinal dataset, of the wave 6 eligible sample 11,784 respond
having also responded at wave 1, 11,200 with a wave 9 weight, a response rate of 26.87%.
This is less than for the wave 6 cross-sectional dataset, an expected result due to the greater
impact of non-response when sample members must respond to all (both) waves (see

Introduction). Of these, 11,392 respond by web, 10,683 with a main survey wave 9 weight, a

16



response rate of 25.97%. 383 individuals respond by CATI, 366 with a main survey wave 9

weight. Hence, follow-ups increase dataset size by 3.44%.

4.2. RQ2: How do follow-ups affect dataset representativeness at later waves?

We report the representativeness of respondents compared to the eligible sample in terms
of main survey measured characteristics at wave 1 in Table 2. Regarding web respondents
only, the following characteristics are significantly (i.e. estimate 95% Cls do not overlap)
under-represented: Sex: male; Age: 20-39; Age: 80-89; Age: 90+; Qualifications: GCSE or
lower; HH structure: single, no kids; Ethnic minority: yes; Country: Northern Ireland; Tenure:
rented; Tenure: social housing; and Long standing illness: yes. The following characteristics
are significantly over-represented: Age: 40-49; Age: 50-59; Age: 60-69; Qualifications: degree;
HH structure: couple, no kids; HH structure: couple, kids; Country: England; Tenure: owned;
and Tenure: mortgage. In addition, Household income is significantly higher. Patterns are
similar for web plus CATI respondents, except estimates for Couple: kids and Long standing
iliness: yes no longer differ from the eligible sample, and Age: 70-79 becomes significantly
over-represented. In addition, though differences remain significant those for some other
characteristics are closer to eligible sample estimates, for example, Age: 80-89; Age: 90+; HH
structure: single, kids; Qualifications: GCSE or lower; Tenure: social housing; HH income.
Hence, follow-ups slightly improve the representativeness of respondents compared to the

eligible sample.

We report the representativeness of respondents in the wave 6 cross-sectional
dataset in Table 3. Very much similar differences compared to the eligible sample to those
observed at wave 1 exist for both web respondents only and web plus CATI respondents,

although they are often slightly larger in magnitude. This pattern is repeated, with differences
17



between the eligible sample and respondents even larger, in the wave 6 longitudinal dataset
(Table 4). Hence, follow-ups slightly improve the representativeness of respondents

compared to the eligible sample in the wave 6 datasets.

4.3. RQ3: How do follow-ups affect remaining non-response biases and precision loss after
non-response weighting at later waves?

We report non-response weighted estimate mean absolute standardized non-response
biases (MASBs) for datasets in Table 4, and biases for each considered characteristic in the
online Appendix, Table 2. The wave 1 web respondent MASB is slightly larger than that for
web plus CATI respondents, but differences are not statistically significant (i.e. estimate 95%
Cls overlap). Regarding individual biases (variables are binary, so estimates are prevalences),
four are significant for web respondents, and none for the web plus CATI respondents. The
wave 6 cross-sectional web respondent MASB is slightly larger than that for web plus CATI
respondents, but differences are not significant. Regarding individual biases, four are
significant for web respondents, and none for web plus CATI respondents. The wave 6
longitudinal web respondent MASB is the same as that for web plus CATI respondents.
Regarding individual biases, two are significant for web respondents, and none for web plus

CATI respondents.

We report precision loss in Table 5. For all three datasets, web plus CATI respondent
DEFFs are smaller than web respondent DEFFs, implying increased precision. Effective dataset
sizes (Npere) are also larger for web plus CATI respondents. When comparing datasets, a
strategy of ‘dataset x is of higher quality than dataset y only if its MASB is smaller or similar

and its Nperr larger’ is used, because the non-response weights are estimated to facilitate

18



analyses without (further) correction. Hence, given also the bias results, follow-ups improve

non-response weighted datasets.

4.4. RQ4: Are refinements to the survey design to reduce costs and / or increase dataset

quality possible?

4.4.1. The impacts of not web sampling non-regular internet users on dataset quality

4.4.1.1. Dataset sizes

We report web and web plus CATI dataset sizes with and without non-regular internet user
web respondents in Table 1 (see also section 4.1 for datasets with non-regular internet user
web respondents). At wave 1, 15,514 regular internet users respond by web (15,332 with a
main survey wave 9 weight). Hence, given 17,761 respondents when they are included, not
including non-regular internet user web respondents reduces web dataset size by 12.60%.
16,232 respondents are regular internet users who respond by web or CATI respondents
(16,003 with a main survey wave 9 weight). Hence, given 18,479 respondents when they are
included, not including non-regular internet user web respondents reduces web plus CATI

dataset size by 12.16%.

In the wave 6 cross-sectional dataset, 10,875 regular internet users respond by web
(10,754 with a main survey wave 9 weight). Hence, given 12,035 respondents when they are
included, not including non-regular internet user web respondents reduces web dataset size
by 9.64%. 11,266 respondents are regular internet users who respond by web or CATI
respondents (11,128 with a main survey wave 9 weight). Hence, given 12,426 respondents
when they are included, not including non-regular internet user web respondents reduces

web plus CATI dataset size by 9.34%.
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In the wave 6 longitudinal dataset, 10,350 regular internet users respond by web
having also responded at wave 1 (10,233 with a main survey wave 9 weight). Hence, given
11,392 respondents when they are included, not including non-regular internet user web
respondents reduces web dataset size by 9.15%. 10,733 respondents to waves 1 and 6 are
regular internet users who respond by web or CATI respondents (10,599 with a main survey
wave 9 weight). Hence, given 11,784 respondents when they are included, not including non-

regular internet user web respondents reduces web plus CATI dataset size by 8.92%.

4.4.1.2. Dataset representativeness

We report the representativeness of respondents with or without non-regular internet user
web respondents compared to the eligible sample at wave 1 in Table 2 (see also section 4.2
for datasets with non-regular internet user web respondents). At wave 1, regular internet
user web respondent characteristics significantly differing from those for the eligible sample
are the same as for all web respondents. Some estimates are slightly more similar to eligible
sample estimates than those for all web respondents (for example, Age: 20-29, HH structure:
couple, no kids, Tenure: owned and Tenure: rented), but others are slightly less so (for
example, Qualifications: degree, Qualifications: GCSE or lower and HH income). Three more
regular internet user plus CATI respondent characteristics significantly differ from those for
the eligible sample than for web plus CATI respondents (Age: 40-49, HH structure: couple,
kids and Longstanding iliness: yes), though differences for age: 70-79 become non-significant.
Hence, excluding non-regular internet users very slightly improves web respondent

representativeness, but reduces that of web plus CATI respondents.

Differences compared to the eligible sample are also similar for regular internet user

web respondents and all web respondents in the wave 6 cross-sectional dataset, though those
20



for Tenure: mortgage are significant for the former only (Table 3). Differences for regular
internet user web plus CATI respondents and web plus CATI respondents are similar as well,
though those for Age: 40-49 are significant for the latter only. Hence, excluding non-regular
internet users slightly reduces the representativeness of web respondents, but improves that

of web plus CATI respondents.

For the wave 6 longitudinal dataset, similar significant differences compared to
eligible sample exist for regular interest user web and the all web respondents, although
Tenure: mortgage is significant for the former only (Table 4). Note however, that estimates
for a number of characteristics are slightly closer to the eligible sample for regular internet
user web respondents. Differences for web plus CATI respondents are slightly greater than
for regular internet user web plus CATI respondents, with those for Age: 40-49 significant for
the former only. Hence, excluding non-regular internet users has little impact on the

representativeness of web respondents, but reduces that of web plus CATI respondents.

4.4.1.3. Non-response weighted dataset quality

We report non-response weighted estimate mean absolute standardized non-response
biases (MASBs) for datasets with and without non-regular internet user web respondents in
Table 4, and biases for each characteristic in the online Appendix, Table 2 (see also section
4.3 for datasets with non-regular internet user web respondents). The wave 1 regular internet
user web respondent MASB is slightly larger than that for all web respondents, but differences
are not statistically significant (estimate 95% Cls overlap), with three, rather than four,
individual biases significant. Similarly, the regular internet user web plus CATI respondent
MASB is slightly larger than for web plus CATI respondents, but differences are not significant,

with two, rather than no, individual biases significant. The same pattern exists with the wave
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six cross-sectional dataset MASBs, with five regular internet user web respondent individual
biases significant (four are for all web respondents), and no regular internet user web plus
CATI respondent individual biases significant (similar to with web plus CATI respondents).
With the wave six longitudinal dataset, the regular internet user web respondent MASB is
slightly larger than that for all web respondents, but differences are not significant, and two,
rather than three, individual biases are significant. The regular internet user web plus CATI
respondent MASB is slightly smaller than that for web plus CATI respondents, but differences

are not significant, with one, rather than no, individual biases significant.

We report precision loss in Table 5 (see also section 4.3 for datasets with non-regular
internet user web respondents). At wave 1, the regular internet user web respondent DEFF is
smaller than that for all web respondents, implying greater precision, and effective dataset
size (Nperr) is very slightly (0.15%) larger. The regular internet user web plus CATI respondent
DEFF is larger than that for all web plus CATI respondents, implying reduced precision, and
effective dataset size (Nperr) is 28.73% smaller. Similar patterns exist for the wave 6 cross-
sectional and longitudinal datasets, with effective dataset sizes for regular internet user web
respondents respectively 0.96% and 5.80% larger than for all web respondents, and those for
regular internet user plus CATI respondents 14.60% and 20.95% smaller than for all web plus
CATI respondents. Hence, given our criteria for determining comparative dataset quality (see
section 4.3), these results and the bias results imply that non-regular internet user web

respondents improve web plus CATI, but not web, datasets.

4.4.2. The impacts of expanding CATI on dataset quality

We report the quality of regular internet user plus CATI datasets with extra CATI respondents

in terms of non-response biases in Table 7. For all three considered datasets, mean MASBs
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are small and decrease slightly as extra respondents increase (note that 104, 250, 500, 750
and 1000 extra wave 1 respondents translate into ~60, ~130, ~265, ~395 and ~530 extra wave
6 respondents respectively: see online Appendix, Table 1), with sometimes 95% Pls for
neighbouring scenarios that do not overlap, implying increasing dataset quality. Mean MASBs
and their 95% Pls are also compared to benchmark empirical web plus CATI dataset MASBs
(see Table 4 for benchmarks). The wave 1 dataset benchmark MASB is 0.009. At 104 (the
number obtained by not issuing non-regular internet users to web: see section 3.4), 250 and
500 extra respondents, mean MASBs and their 95% Pls are slightly larger than this benchmark,
but at 750 extra they are similar and at 1000 extra they are smaller. With the wave 6 cross-
sectional dataset, mean MASBs and their 95% PlIs are all larger than the benchmark (= 0.010).
With the wave 6 longitudinal dataset, at 104, 250 and 500 extra respondents they are similar

to the benchmark (= 0.014), but at higher numbers they are smaller.

We report precision loss for these datasets in Table 8. For all three datasets, mean
DEFFs decrease as extra respondents increase, with non-overlapping 95% Pls, implying
reduced precision loss. Mean effective dataset sizes (Nperrs) increase, again with non-
overlapping 95% PIs, implying increased dataset quality. Mean DEFFs and Npgrrs are also
compared to empirical web plus CATI dataset benchmarks (see Table 6 for benchmarks). For
the wave 1 dataset, at 104, 250 and 500 extra respondents DEFFs and their 95% Pls are larger
and Nperrs and their 95% Pls smaller than the benchmarks (= 2.299 and 7252.608 respectively:
see Table 6), but at higher numbers they are respectively smaller and larger (mean effective
dataset size increases = 2.09% to 7.12%). Hence, given also the bias results and our criteria
for determining comparative dataset quality (see section 4.3), expanding CATI only improves

the dataset when 750 or more extra respondents are added.
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For the wave 6 cross-sectional dataset, at 104, 250, 500 and 750 extra wave 1
respondents DEFFs and their 95% Pls are slightly smaller than the benchmark (= 2.701),
implying greater precision loss, but at 1000 extra they are slightly larger, implying reduced
precision loss. Nperrs and their 95% Pls are always smaller than the benchmark (= 4303.478).
Hence, given also the bias results, expanding CATI does not improve the dataset at any of the
studied extra respondent numbers. For the wave 6 longitudinal dataset, at 104 and 250 extra
wave 1 respondents DEFFs and their 95% Pls are larger than the benchmark (= 3.089),
implying greater precision loss, but at higher numbers they are smaller, implying reduced
precision loss. The Nperr and its 95% Pl are smaller than the benchmark (= 3579.862) at 104
and 250 extra respondents, but at higher numbers they are larger (mean effective dataset
size increases = 2.63% to 14.64%). Hence, given also the bias results, expanding CATI improves

the dataset only when 500 or more extra wave 1 respondents are added.

7. Summary and conclusions

Summary: We examined the impacts of web first sequential mixed mode designs with CATI
follow-ups on longitudinal survey dataset quality. We quantified response rates and dataset
sizes, dataset representativeness and non-response weighted dataset quality in terms of
remaining biases and precision loss, both at the wave the design was introduced and at the
wave following, which was likely to be subject to greater levels of attrition. We considered
cross-sectional (all respondents to the wave) and longitudinal (only respondents to all waves)
datasets. the latter of which was likely to be more affected by non-response. In addition, we
examined refinements to the design, namely not web sampling non-regular internet users to

reduce costs, and, utilising simulation methods, using the savings to instead expand CATI of
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them to improve dataset quality. We used data from the UKHLS COVID-19 Study, which at

waves 1 and 6 followed-up a subset of web non-respondents by CATI.

Key findings: CATI follow-ups of web non-respondents improved dataset quality.
Dataset sizes increased by 3-4%, and representativeness compared to eligible samples slightly
increased. Non-response biases remaining after weighting remained similar, but precision
loss was reduced and effective dataset sizes were larger. Not web sampling non-regular
internet users sometimes slightly reduced the representativeness of web and web plus CATI
datasets, but also sometimes improved it. It had little impact on biases in weighted web
datasets, and reduced precision loss and increased effective dataset sizes even though it
decreased numbers of individuals included. However, though it had little impact on weighted
dataset biases, it increased precision loss and reduced effective dataset size in web plus CATI
datasets. Using the savings from not web sampling non-regular internet users to expand CATI
did not improve datasets at the number of extra respondents that would have been obtained
given the web: CATI interview cost ratio in the survey, but did improve the wave 1 and wave
6 longitudinal datasets in terms of precision loss and effective dataset size at higher extra

respondent numbers.

These findings are the first concerning the impact of interviewer administered (CAPI
or CATI) follow-ups of web non-respondents at waves after the one at which web-first
sequential mixed mode designs are introduced in longitudinal datasets from longitudinal
surveys. Most previous work has considered impacts at introductory waves or in cross-
sectional surveys, with similar findings to our own on wave 1 of the COVID-19 Study (Klausch
et al. 2015; Lipps & Pekari 2021; Mackeben & Sakshaug 2023; McGonagle & Sastry 2023). The
exception is that of Moore et al. (submitted), who quantified the impact of CAPI follow-ups

on cross-sectional datasets from a longitudinal survey over an 11 year period, and found that
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dataset improvements had become negligible by the time of the COVID-19 Study (2020-21).
Possibly, differences between these findings and ours on the wave 6 cross-sectional COVID-
19 Study dataset are due to CATl and CAPI obtaining responses from individuals with different
characteristics, or most individuals in Moore et al’s. datasets having had prior experience of
web mode (only ~60% had in our datasets). In addition, our findings concerning design
refinements are the first to quantify the impacts on dataset quality of selecting individuals
whom to offer web-first (see Lynn 2017 for an example of such a refinement without
guantifying impacts on dataset quality, and Jackson et al. 2024 for an example of reducing

follow-ups of some individuals without affecting dataset quality).

Implications of findings for survey practice: Our findings concerning how CATI follow-
ups of web respondents increased the quality of the wave 6 COVID-19 Study datasets as well
as the wave 1 dataset imply that these designs can improve longitudinal survey dataset
quality. This is especially true given that follow-ups were only undertaken for a subset of web
non-respondents: greater improvements might be expected if all non-respondents are
included. Therefore, while extensive testing should be undertaken before final
implementation (such surveys are often a major social science investment), we recommend

their use in other longitudinal surveys.

Our findings concerning refinements to the COVID-19 Study design imply that not web
sampling non-regular internet users to reduce costs could not have been undertaken without
reducing web plus CATI respondent dataset quality in terms of precision loss and effective
dataset size. They also imply that such reductions could not have been made up for by using
the savings to instead expand CATI. Hence, the implemented survey design was a good choice,
which is a testament to the UKHLS team, who developed and fielded the survey in a short

time span during a difficult period for humanity.
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Our findings concerning design refinements are though, of wider relevance. Datasets
sometimes improved even with reduced web sampling if more CATI respondents were added
i.e. when the web: CATI interview cost ratio was smaller than in the COVID-19 Study.
Regarding this ratio, the fixed cost element will likely be comparable in other surveys with
similar designs. However, potentially indicating a scenario where the costs of CATI will be
reduced sufficiently that enough extra respondents to improve datasets can be obtained by
not web sampling non-regular internet users, costs per interview will be lower in larger
surveys. In addition, the cost ratio itself may smaller when other follow-up modes such as
mail (a common design: see Olson et al. 2021) are used. Hence, reducing web sampling and
instead expanding use of the follow-up mode may be a useful design refinement in some

circumstances.

Limitations: One limitation of our research is that the non-response weighted
estimates of respondent characteristics were not compared to actual population values. This
is because, as in many studies (see Hand 2018), such population values were not available.
Instead, we compared estimates to benchmarks computed using the main survey weighted
eligible samples: see Benzeval et al. (2020) for evidence that main survey weighted estimates
approximate population values. Two other limitations concern the response probabilities
assigned to potential extra CATI respondents in the simulation study. The first of these is that
such probabilities for non-regular internet users in general are the same as those for
individuals that responded to CATI follow-ups. This assumption though, may be valid given
that individuals in the UK faced movement restrictions, including being furloughed from their
jobs, for periods of the COVID-19 pandemic. The second is that probabilities were predicted
using models with only sex, age and education and their interactions as predictors. In reality,

there are more response predictors. However, a more complex model including all
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interactions between them (which are needed so that extra respondents can be identified:
see section 3.4.1) could not be fitted because there were too few individuals in some cells.
Should such methods be used in other surveys, including more predictors may be possible if

the survey is larger than the COVID-19 Study.

Future research: Our findings indicate two questions that should be pursued in future
research on this topic. The first is to investigate whether findings are comparable in other
longitudinal surveys. This research should consider both surveys in which follow-ups are
interviewer administered (i.e. CATI or CAPI) and surveys in which other modes are used for
follow-ups. The latter should especially consider in which mail is used: given that it is less
costly, the web: follow-up mode cost ratio will be lower than with interviewer administered
follow-ups, increasing the likelihood that the refinements to the web first design evaluated in
this paper will be beneficial (see earlier: see Biemer et al. 2022; Peytchev et al. 2022 for work
on such designs). It would also gain value if it could include more than the two waves studied
in this paper, as most longitudinal surveys are fielded for longer periods. The second question
also concerns the refinements to the web first design. Research is needed on how to
guantitatively identify when the follow-up mode should be used instead of web in empirical
situations, to replace the informal approach based on degree of internet use utilised here. It
must take into account: a) that returns from the follow-up mode may exceed those from web,
rather than web failing to improve datasets (non-regular internet user web respondents often
improved the COVID-19 Study datasets), and b) that in longitudinal surveys multiple datasets
include the same respondents, so that decisions made regarding one may impact on others.
a) has parallels with designs in which individuals are prioritized for interview based on their
impact on datasets (see Tourangeau et al. 2017 for discussion). Regarding both aspects of the

problem, a likely start point is work on when to switch between data collection methods in
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simpler scenarios (e.g. Groves & Heeringa 2006, Wagner & Raghunathan 2010; Lewis 2017,

2019).
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Table 1. Eligible samples, UKHLS main survey wave 9 weight availability, response rates and respondent dataset sizes for (the components of)
the UKHLS COVID-19 Study wave 1 and wave 6 cross-sectional and longitudinal (also responding to wave 1) datasets. ‘Eligible’ is eligible sample
members. ‘Reg. int. user’ are regular internet users. ‘N-reg. int. user’ are non-regular internet users. ‘CATI’ are non-regular internet user web
non-respondents who were issued to CATI (hence, they are also counted in (iii)). “Web’ is regular and non-regular internet user web respondents

combined. ‘All" is web and CATI respondents combined, and ‘Reg. int. user + CATI’ is regular internet user and CATI respondents combined.

Eligible Respondents

Eligible Reg. int. user N-reg. int. user CATI Web All Reg. int. user + CATI
Wave 1
N eligible 43981 29726 14255 3408
N eligible with w9 weight 33951 29405 4546 2916
N respondents 15514 2247 718 17761 18479 16232
Response rate (%) 52.19 15.76 21.07 40.38 42.02 36.91
N respondents with w9 weight 15332 677 671 16009 16680 16003
Response rate with w9 weight 52.14 14.89 23.01 47.15 49.13 47.14
Wave 6 cross-sectional
N eligible 43862 29676 14186 730
N eligible with w9 weight 33847 29355 4492 678
N respondents 10875 1160 391 12035 12426 11266
Response rate 36.65 8.18 53.56 27.44 28.33 25.69
N respondents with w9 weight 10754 494 374 11248 11622 11128
Response rate with w9 weight 36.63 11.00 55.16 33.23 34.34 32.88
Wave 6 longitudinal
N eligible 43862 29676 14186 730
N eligible with w9 weight 33847 29355 4492 678
N respondents 10350 1042 383 11392 11784 10733
Response rate 34.88 7.35 52.47 25.97 26.87 24.48
N respondents with w9 weight 10233 450 366 10683 11200 10599
Response rate with w9 weight 34.86 10.02 53.98 31.56 33.09 31.31
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Table 2. COVID-19 Study wave 1 dataset member characteristics. ‘Eligible’ (columns (i) & (vii)) is all eligible sample members. ‘Regular internet

users’ are web respondents who reported using the internet 1-2 times a week or more at main survey wave 9. ‘Web’ are all web respondents.

‘Web plus CATI’ are web plus CATI respondents.

‘Regular internet user plus CATI’ are regular internet users plus CATI respondents.

Characteristics are quantified using UKHLS main survey wave 9 information, and reported as means of binary variables indicating individuals

have the characteristic or not and their 95% Cls.

Eligible Regular internet user Web Web plus CATI Regular internet user plus CATI
Estimate 95% Cls Estimate 95% Cls Estimate 95% Cls Estimate 95% Cls Estimate 95% Cis

Lower Upper Lower Upper Lower Upper Lower Upper Lower Upper
Sex: Male 0.442 0.436 0.447 0.418 0.411 0.426 0.418 0.411 0.426 0.416 0.409 0.424 0.417 0.409 0.424
Age: 20-29 0.147 0.143 0.151 0.111 0.106 0.116 0.107 0.103 0.112 0.104 0.100 0.109 0.107 0.103 0.112
Age: 30-39 0.132 0.128 0.135 0.136 0.131 0.141 0.131 0.125 0.136 0.127 0.122 0.132 0.132 0.127 0.137
Age: 40-49 0.166 0.162 0.170 0.183 0.177 0.189 0.177 0.171 0.183 0.172 0.166 0.178 0.177 0.171 0.183
Age: 50-59 0.187 0.183 0.191 0.216 0.210 0.223 0.214 0.207 0.220 0.209 0.203 0.215 0.212 0.206 0.218
Age: 60-69 0.163 0.159 0.167 0.195 0.189 0.201 0.199 0.193 0.205 0.198 0.192 0.204 0.195 0.189 0.201
Age: 70-79 0.135 0.132 0.139 0.132 0.126 0.137 0.141 0.135 0.146 0.147 0.141 0.152 0.138 0.133 0.144
Age: 80-89 0.059 0.056 0.061 0.025 0.023 0.028 0.029 0.027 0.032 0.038 0.035 0.041 0.034 0.031 0.037
Age: 90+ 0.011 0.009 0.012 0.001 0.001 0.002 0.002 0.002 0.003 0.005 0.004 0.006 0.004 0.003 0.005
Qualifications: Degree 0.397 0.392 0.403 0.507 0.499 0.515 0.496 0.488 0.504 0.484 0.476 0.491 0.495 0.487 0.503
Qualifications: A-level 0.216 0.211 0.220 0.213 0.206 0.219 0.211 0.205 0.218 0.209 0.202 0.215 0.210 0.204 0.216
Qualifications: GCSE or lower 0.387 0.381 0.392 0.280 0.273 0.287 0.293 0.286 0.300 0.308 0.301 0.315 0.295 0.288 0.302
HH structure: Couple, kid(s) 0.245 0.241 0.250 0.267 0.260 0.274 0.260 0.253 0.266 0.251 0.245 0.258 0.259 0.252 0.265
HH structure: Couple, no kid(s) 0.378 0.373 0.383 0.429 0.421 0.437 0.440 0.432 0.448 0.432 0.424 0.439 0.423 0.415 0.431
HH structure: Single, kid(s) 0.037 0.035 0.039 0.033 0.030 0.036 0.032 0.029 0.035 0.031 0.029 0.034 0.032 0.029 0.035
HH structure: Single, no kid(s) 0.339 0.334 0.344 0.271 0.264 0.278 0.268 0.262 0.275 0.285 0.279 0.292 0.286 0.279 0.293
Ethnic minority: Yes 0.184 0.180 0.189 0.126 0.120 0.131 0.123 0.118 0.128 0.124 0.119 0.129 0.125 0.120 0.130
Country: England 0.786 0.782 0.791 0.814 0.808 0.820 0.812 0.806 0.818 0.809 0.803 0.815 0.811 0.805 0.817
Country: Wales 0.065 0.062 0.067 0.058 0.054 0.062 0.058 0.055 0.062 0.059 0.056 0.063 0.059 0.055 0.062
Country: Scotland 0.084 0.081 0.087 0.086 0.082 0.091 0.087 0.083 0.092 0.087 0.083 0.092 0.087 0.082 0.091
Country Northern Ireland 0.065 0.063 0.068 0.042 0.039 0.045 0.043 0.039 0.046 0.044 0.041 0.047 0.043 0.040 0.046
Tenure: Owned 0.357 0.351 0.362 0.370 0.363 0.378 0.384 0.376 0.391 0.388 0.381 0.396 0.377 0.369 0.384
Tenure: Mortgage 0.376 0.371 0.381 0.434 0.426 0.441 0.423 0.415 0.431 0.410 0.403 0.418 0.421 0.413 0.429
Tenure: Rented 0.111 0.107 0.114 0.101 0.096 0.106 0.098 0.093 0.102 0.098 0.093 0.102 0.100 0.095 0.105
Tenure: Social Housing 0.154 0.150 0.158 0.093 0.088 0.097 0.093 0.089 0.098 0.101 0.097 0.106 0.100 0.095 0.105
Household income (£/month) 3505.915 3475.001 3536.829 3783.460 3735.632 3831.289 3753.237 3706.548 3799.926 3680.057 3634.633 3725.481 3713.668 3666.90 3760.43
Long-standing illness: Yes 0.356 0.350 0.361 0.327 0.320 0.335 0.335 0.328 0.343 0.344 0.337 0.351 0.337 0.329 0.344
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Table 3. COVID-19 Study wave 6 cross-sectional dataset member characteristics. ‘Eligible’ (columns (i) & (vii)) is all eligible sample members.

‘Regular internet users’ are web respondents who reported using the internet 1-2 times a week or more at main survey wave 9. ‘Web’ are all

web respondents. ‘Web plus CATI’ are web plus CATI respondents. ‘Regular internet user plus CATI’ are regular internet users plus CATI

respondents. Characteristics are quantified using UKHLS main survey wave 9 information, and reported as means of binary variables indicating

individuals have the characteristic or not and their 95% Cls.

Eligible Regular internet user Web Web plus CATI Regular internet user plus CATI
Estimate 95% Cls Estimate 95% Cls Estimate 95% Cls Estimate 95% Cls Estimate 95% Cls

Lower Upper Lower Upper Lower Upper Lower Upper Lower Upper
Sex: Male 0.441 0.436 0.447 0.417 0.408 0.427 0.416 0.407 0.425 0.415 0.406 0.424 0.416 0.407 0.425
Age: 20-29 0.147 0.144 0.151 0.073 0.068 0.078 0.070 0.066 0.075 0.069 0.064 0.073 0.071 0.066 0.076
Age: 30-39 0.132 0.129 0.136 0.109 0.103 0.115 0.105 0.100 0.111 0.102 0.097 0.108 0.106 0.101 0.112
Age: 40-49 0.167 0.163 0.171 0.166 0.159 0.173 0.160 0.153 0.167 0.156 0.149 0.162 0.161 0.154 0.168
Age: 50-59 0.188 0.183 0.192 0.225 0.217 0.233 0.221 0.214 0.229 0.217 0.209 0.224 0.221 0.213 0.228
Age: 60-69 0.163 0.159 0.167 0.233 0.225 0.241 0.237 0.229 0.245 0.235 0.227 0.243 0.232 0.224 0.240
Age: 70-79 0.135 0.131 0.139 0.163 0.156 0.170 0.171 0.164 0.178 0.177 0.170 0.184 0.168 0.161 0.175
Age: 80-89 0.058 0.055 0.060 0.029 0.026 0.032 0.033 0.030 0.036 0.041 0.037 0.044 0.037 0.033 0.040
Age: 90+ 0.010 0.009 0.011 0.002 0.001 0.002 0.002 0.001 0.003 0.004 0.003 0.005 0.003 0.002 0.004
Qualifications: Degree 0.398 0.393 0.403 0.514 0.505 0.524 0.503 0.494 0.512 0.492 0.483 0.501 0.504 0.494 0.513
Qualifications: A-level 0.216 0.212 0.221 0.206 0.198 0.214 0.205 0.197 0.212 0.202 0.195 0.210 0.204 0.196 0.211
Qualifications: GCSE or lower 0.386 0.381 0.391 0.280 0.271 0.288 0.292 0.284 0.301 0.306 0.297 0.314 0.293 0.284 0.301
HH structure: Couple, kid(s) 0.246 0.242 0.251 0.231 0.224 0.239 0.225 0.217 0.232 0.218 0.210 0.225 0.225 0.217 0.233
HH structure: Couple, no kid(s) 0.378 0.373 0.383 0.485 0.476 0.495 0.495 0.485 0.504 0.487 0.478 0.496 0.479 0.470 0.488
HH structure: Single, kid(s) 0.038 0.036 0.040 0.029 0.026 0.032 0.029 0.025 0.032 0.028 0.025 0.031 0.028 0.025 0.032
HH structure: Single, no kid(s) 0.339 0.334 0.344 0.254 0.246 0.262 0.252 0.244 0.260 0.267 0.259 0.275 0.268 0.260 0.276
Ethnic minority: Yes 0.185 0.181 0.189 0.100 0.095 0.106 0.099 0.094 0.105 0.100 0.095 0.105 0.100 0.095 0.106
Country: England 0.787 0.782 0.791 0.817 0.810 0.824 0.815 0.808 0.823 0.813 0.806 0.820 0.815 0.808 0.822
Country: Wales 0.065 0.062 0.067 0.057 0.052 0.061 0.057 0.053 0.061 0.058 0.054 0.062 0.057 0.053 0.062
Country: Scotland 0.084 0.081 0.087 0.086 0.081 0.091 0.087 0.082 0.092 0.087 0.082 0.092 0.086 0.081 0.092
Country Northern Ireland 0.065 0.063 0.068 0.040 0.036 0.044 0.041 0.037 0.044 0.042 0.038 0.046 0.041 0.038 0.045
Tenure: Owned 0.356 0.351 0.361 0.430 0.420 0.439 0.441 0.431 0.450 0.444 0.435 0.454 0.433 0.424 0.443
Tenure: Mortgage 0.377 0.371 0.382 0.400 0.390 0.409 0.390 0.381 0.399 0.379 0.370 0.388 0.389 0.380 0.398
Tenure: Rented 0.111 0.108 0.114 0.088 0.082 0.093 0.085 0.080 0.090 0.085 0.080 0.090 0.087 0.082 0.093
Tenure: Social Housing 0.154 0.150 0.158 0.080 0.075 0.085 0.081 0.076 0.086 0.089 0.083 0.094 0.087 0.082 0.093
Household income (£/month) 3509.185 3478.193 3540.176  3738.002 3680.592 3795.413 3701.488 3645.681 3757.296 3638.595 3584.069 3693.121 3677.344  3621.09 3733.59
Long-standing illness: Yes 0.354 0.349 0.360 0.348 0.339 0.357 0.355 0.346 0.364 0.362 0.353 0.371 0.355 0.346 0.364
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Table 4. COVID-19 Study wave 6 longitudinal dataset member characteristics. ‘Eligible’ (columns (i) & (vii)) is all eligible sample members.

‘Regular internet users’ are web respondents who reported using the internet 1-2 times a week or more at main survey wave 9. ‘Web’ are all

web respondents. ‘Web plus CATI’ are web plus CATI respondents. ‘Regular internet user plus CATI’ are regular internet users plus CATI

respondents. Characteristics are quantified using UKHLS main survey wave 9 information, and reported as means of binary variables indicating

individuals have the characteristic or not and their 95% Cls.

Eligible Regular internet user Web Web plus CATI Regular internet user plus CATI
Estimate 95% Cls Estimate 95% Cls Estimate 95% Cls Estimate 95% Cls Estimate 95% Cls

Lower Upper Lower Upper Lower Upper Lower Upper Lower Upper
Sex: Male 0.441 0.436 0.447 0.416 0.406 0.425 0.414 0.405 0.424 0.413 0.404 0.422 0.415 0.405 0.424
Age: 20-29 0.147 0.144 0.151 0.072 0.067 0.077 0.069 0.064 0.074 0.067 0.063 0.072 0.070 0.065 0.075
Age: 30-39 0.132 0.129 0.136 0.110 0.104 0.117 0.107 0.101 0.112 0.103 0.098 0.109 0.107 0.101 0.113
Age: 40-49 0.167 0.163 0.171 0.164 0.157 0.171 0.159 0.152 0.166 0.154 0.147 0.161 0.160 0.153 0.167
Age: 50-59 0.188 0.183 0.192 0.224 0.216 0.232 0.221 0.213 0.229 0.216 0.209 0.224 0.220 0.212 0.228
Age: 60-69 0.163 0.159 0.167 0.236 0.227 0.244 0.238 0.230 0.246 0.237 0.229 0.245 0.234 0.226 0.242
Age: 70-79 0.135 0.131 0.139 0.164 0.157 0.171 0.173 0.165 0.180 0.178 0.171 0.185 0.170 0.162 0.177
Age: 80-89 0.058 0.055 0.060 0.028 0.025 0.031 0.032 0.028 0.035 0.040 0.036 0.044 0.036 0.033 0.040
Age: 90+ 0.010 0.009 0.011 0.001 0.001 0.002 0.002 0.001 0.003 0.004 0.003 0.005 0.003 0.002 0.004
Qualifications: Degree 0.398 0.393 0.403 0.517 0.507 0.526 0.506 0.496 0.515 0.494 0.485 0.503 0.505 0.496 0.515
Qualifications: A-level 0.216 0.212 0.221 0.206 0.198 0.214 0.205 0.197 0.213 0.202 0.195 0.210 0.203 0.196 0.211
Qualifications: GCSE or lower 0.386 0.381 0.391 0.278 0.269 0.286 0.289 0.281 0.298 0.304 0.295 0.312 0.291 0.283 0.300
HH structure: Couple, kid(s) 0.246 0.242 0.251 0.231 0.223 0.239 0.224 0.216 0.232 0.217 0.210 0.225 0.224 0.216 0.232
HH structure: Couple, no kid(s) 0.378 0.373 0.383 0.490 0.480 0.500 0.499 0.490 0.509 0.491 0.482 0.500 0.483 0.473 0.492
HH structure: Single, kid(s) 0.038 0.036 0.040 0.028 0.025 0.031 0.027 0.024 0.031 0.027 0.024 0.030 0.027 0.024 0.030
HH structure: Single, no kid(s) 0.339 0.334 0.344 0.251 0.243 0.260 0.249 0.241 0.257 0.265 0.257 0.273 0.266 0.257 0.274
Ethnic minority: Yes 0.185 0.181 0.189 0.095 0.089 0.101 0.094 0.088 0.099 0.095 0.089 0.100 0.096 0.090 0.101
Country: England 0.787 0.782 0.791 0.819 0.811 0.826 0.817 0.810 0.824 0.814 0.807 0.822 0.817 0.809 0.824
Country: Wales 0.065 0.062 0.067 0.056 0.051 0.060 0.056 0.052 0.061 0.057 0.053 0.062 0.057 0.052 0.061
Country: Scotland 0.084 0.081 0.087 0.087 0.082 0.093 0.088 0.083 0.093 0.088 0.083 0.093 0.087 0.082 0.093
Country Northern Ireland 0.065 0.063 0.068 0.038 0.035 0.042 0.039 0.035 0.042 0.040 0.037 0.044 0.039 0.036 0.043
Tenure: Owned 0.356 0.351 0.361 0.432 0.422 0.441 0.443 0.433 0.452 0.446 0.437 0.456 0.435 0.426 0.445
Tenure: Mortgage 0.377 0.371 0.382 0.400 0.391 0.410 0.391 0.382 0.400 0.380 0.371 0.389 0.389 0.380 0.398
Tenure: Rented 0.111 0.108 0.114 0.087 0.081 0.092 0.084 0.079 0.090 0.084 0.079 0.090 0.087 0.081 0.092
Tenure: Social Housing 0.154 0.150 0.158 0.079 0.074 0.084 0.079 0.074 0.084 0.087 0.082 0.092 0.086 0.081 0.092
Household income (£/month) 3509.185 3478.193 3540.176  3737.561 3679.207 3795.915 3704.237 3647.390 3761.083 3638.667 3583.178 3694.157 3674.930 3617.78 3732.07
Long-standing illness: Yes 0.354 0.349 0.360 0.346 0.337 0.355 0.352 0.343 0.361 0.359 0.351 0.368 0.353 0.344 0.363
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Table 5. UKHLS COVID-19 Study non-response weighted estimate mean absolute standardised biases in respondent characteristics compared to

equivalent eligible sample, UKHLS main survey, weighted estimate benchmarks (MASBs) for wave 1 and wave 6 cross-sectional and longitudinal

regular internet user, all web, web plus CATI and regular internet user plus CATI respondent datasets. See text for full explanation.

Regular internet user Web Web plus CATI Regular internet user plus CATI
MASB 95% Cls MASB 95% Cls MASB 95% Cls MASB 95% Cls
Lower Upper Lower Upper Lower Upper Lower Upper
Wave 1 0.014 0.009 0.019 0.012 0.007 0.017 0.009 0.006 0.011 0.012 0.007 0.017
Wave 6 cross-sectional 0.023 0.012 0.034 0.016 0.009 0.023 0.010 0.005 0.014 0.013 0.009 0.017
Wave 6 longitudinal 0.022 0.012 0.032 0.014 0.007 0.020 0.014 0.009 0.019 0.015 0.010 0.021
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Table 6. COVID-19 Study non-response weighted dataset precision loss as quantified by Kish’s

DEFF, and effective dataset sizes (Npere) for the wave 1 and wave 6 cross-sectional and

longitudinal datasets.

Regular internet user Web Web plus CATI Regular internet user plus CATI
Wave 1 DEFF 2.634 2.754 2.299 3.095
Noperr 5821.017 5812.028 7256.608 5171.301
Wave 6 cross-sectional DEFF 2.627 2.774 2.701 3.028
Noere 4094.261 4054.938 4303.478 3675.43
Wave 6 longitudinal DEFF 3.172 3.503 3.089 3.747
Nperr 3226.497 3049.477 3579.862 2829.826

41



Table 7: Non-response weighted estimate means of mean absolute biases standardized by benchmark estimate standardised deviations and
their 95% prediction intervals (Pls) across simulated COVID-19 Study datasets with different numbers of extra wave 1 CATI respondents for the

wave 1, wave 6 cross-sectional and wave 6 longitudinal datasets.

Number of extra wave 1 respondents

104 250 500 750 1000
95% PI 95% PI 95% PI 95% PI 95% Pl
Mean Lower Upper Mean Lower Upper Mean Lower Upper Mean Lower Upper Mean Lower Upper
Wave 1 0.012 0.012 0.012 0.012 0.012 0.012 0.011 0.011 0.011 0.009 0.009 0.009 0.008 0.008 0.008
Wave 6 cross-sectional 0.014 0.014 0.014 0.014 0.014 0.014 0.013 0.013 0.013 0.012 0.012 0.012 0.011 0.011 0.012
Wave 6 longitudinal 0.014 0.013 0.014 0.014 0.014 0.014 0.014 0.013 0.014 0.013 0.013 0.013 0.012 0.012 0.012
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Table 8. Non-response weighted dataset precision loss as quantified by mean DEFFs and mean effective dataset sizes (Npere) and their 95%

prediction intervals (Pls) across simulated COVID-19 Study datasets with different numbers of extra wave 1 CATI respondents for the wave 1,

wave 6 cross-sectional and wave 6 longitudinal datasets.

Number of extra wave 1 respondents

104 250 500 750 1000
95% PI 95% PI 95% PI 95% PI 95% PI

Mean Lower Upper Mean Lower Upper Mean Lower Upper Mean Lower Upper Mean Lower Upper

Wave 1 DEFF 3.019 3.017 3.021 2.760 2.758 2.763 2.385 2.383 2.387 2.174 2.173 2.176 2.072 2.071 2.073
Noerr 5335.598  5332.216  5338.979 5836.634 5831.582 5841.686 6755.227 6748.888 6761.566 7409.822 7404.830 7414.814 7773.729 7770.010 7777.447

Wave 6 cross-sectional ~ DEFF 3.338 3.336 3.340 3.183 3.181 3.185 2,931 2.929 2.934 2.719 2.716 2.721 2.620 2.617 2.622
Noerr 3353.157  3351.278 3355.036 3516.650 3514.087 3519.213 3818.820 3815.185 3822.455 4117.210 4113.409 4121.011 4273.566 4269.235 4277.897

Wave 6 longitudinal DEFF 3.297 3.295 3.300 3.160 3.156 3.163 2.905 2.901 2.910 2.701 2.698 2.705 2.604 2.601 2.607
4098.813 4094.040 4103.585

Noerr  3235.593  3233.411 3237.775 3377.343  3373.914 3380.772 3673.674 3668.302 3679.045 3950.870 3945.901  3955.839
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Supplementary information

1. Datasets used

We wuse the 18™ edition of the UKHLS main survey datasets (DOI:

http://doi.org/10.5255/UKDA-SN-6614-19), and the 8™ edition of the UKHLS COVID-19 Study

datasets (DOI: http://doi.org/10.5255/UKDA-SN-8644-8). Both these datasets are available

from the UK Data Service (UKDS: https://ukdataservice.ac.uk). Note however, that they are
not the currently released versions of the datasets. They are though, available upon

application to the UKDS.

2. COVID-19 Study non-response weight estimation

As noted in the main text, Study IP-NR weights were the product of the wave 10 cross-
sectional non-response weight and a regression-based adjustment for Study non-response.
For cross-sectional weights, this adjustment was the inverse of the estimated response
probability to the Study wave. For longitudinal weights, the main survey weight was adjusted
by the product of a chain of weights estimated given the probability of wave 1 response
conditional on having a main survey weight, of wave 2 response conditional on wave 1

response, and so on. Main survey wave 10 predictors were used to estimate probabilities.

To identify the final regression models used to response probabilities, Lasso
procedures are used. Lasso procedures (Tibshirani 1996; Steyerberg et al. 2001) are
regularised regression methods. As with other regularised regression methods for binary data
(i.e. 0 = non-response, 1 = response), they maximise the joint probability of the model

parameters given the observed data similar to maximum likelihood methods, but in addition
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impose a regularisation penalty on model complexity (Ahrens et al. 2020). Due to the
imposition of this penalty, such methods tend to outperform maximum likelihood methods
in terms of out of sample prediction, as reducing model complexity and inducing shrinkage
bias decreases prediction error. In doing so, they also address the problem of model

overfitting: high in-sample fit, but poor prediction performance on unseen data.

Regularised regression methods incorporate tuning parameters that determine the
amount and form of regularisation penalty. Several techniques exist to choose the value of
these parameters. The first is cross-validation, which explicitly evaluates out of sample
prediction performance. The data are split into training and validation datasets. The models
for different values of the tuning parameters are then estimated and variables selected using
the training dataset. Next, they are applied to the validation dataset, and performance
guantified (Ahrens et al. 2020). The second technique is the use of information criteria. These
are interpretable as likelihood methods that penalise the number of parameters in models.
Again, models for different tuning parameters are estimated and variables selected, then the
best performing is chosen based on information criteria value. When producing the sample
inclusion weights, we use information criteria techniques to choose tuning parameter values
and identify models for estimating inclusion probabilities. Specifically, we utilise the Extended
Bayesian Information Criterion (EBIC: Chen & Chen 2008), because simulations show that in
the majority of scenarios they perform better than other similar options in terms of model
identification (see Ahrens et al. 2020). We do not use cross validation methods because the
size of analysis datasets prevents their division into training and validation datasets (see
Moore et al. 2024 for further justification of these methods in the current context). We use

the Stata 18 package ‘lassologit’ (Ahrens et al. 2020) to perform analyses.
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The above techniques require that predictors are standardised so that they have unit
variance. Hence, when modelling response probabilities for weight estimation we first
convert all multi-category predictors into dummy variables. Once the selected model is
identified, we then extend it to all selected covariate categories whether they were selected
or not: in previous work, we have found that this approach reduces biases (relative to
benchmarks) in weighted estimates (unpublished results). After final model identification, we
use post-Lasso estimation to estimate response probabilities for weight estimation, because
Lasso estimated coefficients are subject to attenuation bias (Ahrens et al. 2020). Specifically,
we use probit models, with response probabilities predicted using model coefficients and

sample member characteristics.

Once response probabilities are predicted, non-response weights for individuals are
estimated as the product of their (main survey or previous COVID-19 Study wave) ‘input’
weight and the inverse of their predicted response probability. Then, in a final step, weights
are trimmed to reduce precision loss: those more than 25 times the normalized median are
replaced with the threshold value, which limits precision loss to acceptable levels while still

reducing biases (Moore et al. 2024).

3. Moore et al.’s (2024) test of the equality of weighted estimate means

To evaluate biases, Moore et al. (2024) proposed a test that compares UKHLS main survey
wave 9 measured, COVID-19 Study IP-NR weighted mean estimates of respondent
characteristics to main survey wave 9 weighted benchmarks. To formalize this test, consider
a “quasi-randomization” setup (Valliant and Dever, 2018). Let I; = 1 indicate that individual i
is selected into the eligible set for UKHLS, and I; = 0 if not. Let Rf = 1 indicate that individual
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i responds to wave t (here, wave 9 of the main survey), and Rf = 0 if not, conditional on
being in the eligible set. Denote the probability that individual i is in the eligible set by
Pr(I; = 1) = n* and probability that individual i responds at wave t, given they are in the
eligible set, by Pr(Rf = 1|I; = 1) = ¢! . Let U be the set of individuals in the population and

rt be the set of respondents at wave t (that is, the set of individuals for whom Rf]i =1).

Al. Assume that r; > 0 Vi, qbit > 0 Vi, and weights for wave t, Wit, are available such that

wi = (m¢pf)~".
For a quantity, yit, observed in wave t, an estimator of the population total is:
T(y") = Yiert wiy{ = Xicv RELW{y{ (4)

Again, in the application in this paper wave t is wave 9 of the main study, so this is just
the weighted total using wave 9 respondents and the associated wave 9 weights. It is a
standard result that T(yt) is unbiased under A1l (see, e.g., Valliant and Dever, 2018, Chapter

3). To see this take expectations over both the sampling and response processes:
t t.,t1 — t.,t t _ t
ElEpe[Yicy Riiw;yi] = Xicu Wi Vi E1Eqe[Ri 1] = Yicy Vi (5)
The last equality uses the fact that E;Ep[R{I;] = E; [Ii [ERt[RﬂIi]” = m;¢f, and Al.

Now consider wave 1 of the COVID-19 Study, which is treated simply as a subsequent
wave, t + k of the panel. Let Ri”k = 1 indicate that individual i responds to panel wave t +
k, and Rl-”k = 0 if not, conditional on being in the eligible set and responding to wave t. This
is termed retention. Let rt*¥ be the set of respondents retained at wave t + k (in the current

application, from wave 9 of the main survey, retained into Wave 1 of the COVID-19 Study).

47



The probability that individual i responds at wave t + k, given they are in the eligible
set and responded at time ¢ (that is they are retained), is Pr(Rf** = 1|I; = 1,Rf = 1) =

6%k . Thus, the probability that they respond to wave t + k is ;! 0f 1< .

A2. Assume that m; > 0 Vi, ¢f > 0Vi, 0/7% > 0 Vi, and weights for wave t + k, wf*¥, are

1
available, such that wi** = (m;pf6f+%)

Consider an alternative estimator of population total of y*, the quantity of interest at

wave t:
T = Tiererk wityl = Yicy REFERELw Ty ! (5)

By similar arguments to those above, T(y?) is unbiased under A2. To see this take

expectations of the sampling, response and retention processes.
E EpeEgrsn|Liey RETRILW( Y| = Tiey Wiyi E1EgeEgrsx [RE“R{L] = Ticy ¥i (6)
The last equality uses the fact that  EE . Epr+k|RIT¥RIL] =

E, [Ii [ERt[RitE[Rl-t+k|Rit, Ii]|1i]” = m;¢pf0F+*, and A2. This result simply says that under A2

the population total of y! can alternatively be estimated using the subset of wave t

respondents who are retained at wave t + k, and the appropriate wave t + k weights.

Note that T(y!) is unaffected by the retention process, so that

EiEEprk[T(yY) | = EJEpe[T(rY) | = Ticv yf, and together these results imply:
EEpEpgrek[T(yH) = T(Oy)] =0 (7)
This is the joint implication of A1 and A2 that the test evaluates.

Note that:
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T(yt) = ZiEer Wit+kyit = Yiest R{+kwit+kyl;. ®)

This allows one to proceed as follows:

PO -TeY= () wiyi=>"  REFwIy) =3 yi(wi - REwE)
iest iest iest

= Diest yfwi (9)
Where the composite weight w; is observed for all i € s because RF**w!** = 0 when
RE* = 0. This means that there is no need to observe w/** for attritors (those not retained

from wave t to t + k), although in practice it often is.

This formulation of T(y%) — T(y?) takes advantage of the fact that each retained
individual (wave t+k respondent) is also a wave t respondent and so their weights can be
“paired.” Working with T(y?) — T(y?) = ¥t yf w; means that inferences only need to be
made about a weighted total, which is done using standard methods for inference with
complex survey samples. The null that T(y?) — T(y%) = 0is tested. A rejection of the null
would suggest either Al or A2 (or both) do not hold. As the main survey weights have been
extensively evaluated in previous work, a rejection of this null would lead one to doubt A2,

that is, the adequacy of the COVID-19 Study weights.

In practice, a version of this test based on weighted means is implemented. This test

compares
t.,t
(vt :ZiEStWiJ’i / ' 10
D) Ziestwit (10)
And:
_ - ewltkyt
fi(yt) = Lier Wi Y /Z,Etw_wk : (11)
Ler i
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These ratio estimators are not generally unbiased, but the bias is typically small (Cochran
1977) and given Al and A2, they are consistent estimators of the population mean. Thus,
1\71(yt) - 1\7I(yt) will converge to zero with probability one as the sample size goes to infinity
(formally this requires either that the population size goes to infinity, as in, for example,
DuMouchel and Duncan (1983); or that the sample size goes to infinity via sampling with
replacement, as in, for example, Deaton (1997). The advantage of working in means is that
the magnitude of departures from the null are often easier to interpret. For example, it may
be easier to assess the importance of differences in weighted estimates of mean age or mean
income across the two alternative estimates, than it is to assess differences in totals. A version
of this test can also be derived in a model-based framework, see Crossley et al. (2021), who
draw on results for model-based inverse probability-weighted estimators in Wooldridge

(2002, 2007).
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4. Simulated dataset generation

We simulate extra CATI respondents from non-regular internet users not issued to CATI. At
wave 1, firstly we label all such individuals with main survey wave 9 information and weights,
the prospective simulated respondents (PSRs), as non-respondents. Second, we predict
synthetic CATI response propensities for PSRs given modelling of those of non-regular
internet users that were issued to CATI. We use a probit model (as with the Study non-
response weights: see online Appendix), with sex (2 categories), age (7 categories) and
education (3 categories) and their interactions as predictors. We could not include more
predictors because interactions between all of them, needed for the following procedure

step, could not be fitted due to few or no (responding) individuals in some cells.

Third, we use the PSR synthetic response propensities to simulate extra respondents.
In a multinomial sampling without replacement procedure, we sum propensities for PSRs in
each sex * age * education category and use these sums to calculate category cumulative cut
off points between 0 and 1. To understand this element, consider an example with a single
variable with two categories. Category 1 includes 50 individuals, with a response propensity
of 0.5, and category 2 100 individuals with the same response propensity. Category 1 cut off
points are hence 0 and (50 * 0.5) / ((50 * 0.5) + (100 * 0.5)) = 0.33. Category 2 cut off points
are0.33 and 1 (=0.33 +((100 * 0.5) / ((50 * 0.5) + (100 * 0.5))). Next, we identify the category
the extra respondent belongs to by generating a random number between 0 and 1, identify
the cut off points between which it falls, and select one member at random as the respondent.
We undertake this n times. We simulate datasets with 104, 250, 500, 750 and 1000 extra
respondents. 104 is the rounded number interviewable for the cost of web sampling non-
regular internet users at wave 1 given that 21.7 successful web responses were obtained for

the cost of one successful CATI interview in the COVID-19 Study (Moore et al. 2024) i.e. the
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number responding, 2247 (see main paper, Table 1), divided by 21.7. The others reflect
scenarios in which this cost ratio is reduced. For each n, we generate 1000 datasets: this
limited number is due to the use of a time consuming Lasso procedure to identify response

propensity models when estimating weights (see online Appendix).

In the COVID-19 Study, only wave 1 CATI respondents plus 12 others who requested
it were similarly issued at wave 6 (see main paper, section 2.1). Not all responded (see main
paper, Table 1). Hence, we select extra wave 6 respondents from extra wave 1 respondents
only (the PSRs in this step). First, we use a probit model of wave 6 response propensities for
real wave 1 CATI respondents with sex, age and education and all interactions as predictors
to predict wave 6 PSR synthetic propensities. Second, we generate a random number
between 0 and 1 for each PSR, and if it falls below or equals its synthetic propensity, designate
them a wave 6 respondent. We undertake this for each dataset at each value of n, and add
the same respondents to both the cross-sectional and longitudinal datasets (see this

document, Table 3 for dataset sizes).

The algorithm makes several assumptions. The first is that the CATI response
probabilities of non-regular internet users in general are the same as for those that did so
having not responded by web. Second is that the survey estimate of interest y is independent
of response outcome R given mode M and the auxiliary variables Z. This is a weaker variant
of the ignorable non-response assumption: the stronger version, without conditioning, is
assumed when estimating non-response weights. The third is that among non-regular

internet users y is independent of M given Z i.e. that there are no mode effects.
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6. Tables

Appendix: Table 1. Simulated dataset sizes for each dataset type at each number of extra CATI respondents. Given simulation design (see main

text), wave 1 dataset sizes at each number of extra CATI respondents are the same, so only these values are presented. Wave 6 dataset sizes

are smaller than wave 1 values due to attrition and non-response, and vary, so their means and minimum and maximum sizes are presented.

Number of extra wave 1 respondents

750

Mean Min

Wave 1

Wave 6 cross-sectional

Wave 6 longitudinal

250
Min Max Mean
16504.00
11254 11302 11423.73
10730 10778 10899.73

16754.00
11571.01 11531
11047.01 11007

1000

Min Max
11621 11764
11097 11240
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Appendix Table 2: UKHLS COVID-19 Study wave 1 dataset non-response weight biases. Whether differences between Study eligible sample main
survey wave 9 weighted survey variable means (‘wt. est.’) and similar for Study non-response weighted respondents (‘wt. diff.”) equal zero is

tested. "Core benefits' include Income Support, Job Seekers Allowance and Universal Credit. * equals P<0.05.

Eligible Reg. int. user All Web Web + CATI Reg. int. user + CATI

Variable wt. est. wt. diff wt. diff wt. diff wt. diff

In weighting model:

Subjective financial situation (SFS): 0.71 0.00 0.01 0.00 0.00

Comfortable or OK (0.00)

SFS: Just about getting by 0.21 0.00 0.00 -0.00 -0.00
(0.00)

SFS: Finding it quite/very difficult 0.08 -0.01 -0.01* -0.00 0.00
(0.00)

Tenure: Owner occupied 0.35 0.02* 0.01* 0.00 0.00
(0.00)

Tenure: Mortgage 0.35 -0.02* -0.02* 0.01 0.01*
(0.00)

Tenure: Rented 0.12 -0.01 -0.00 0.00 -0.00
(0.00)

Tenure: Social Housing 0.18 0.01 0.00 -0.01 -0.01
(0.00)

Low skill Occupation: Yes 0.35 0.00 0.00 -0.00 -0.01
(0.00)

Any savings income: Yes 0.36 -0.00 -0.00 0.01 0.01*
(0.00)

Behind with some or all bills: Yes 0.06 -0.00 -0.00 0.00 0.00
(0.00)

Not in weighting model:

Income poverty: Yes 0.14 0.01 0.01 -0.00 -0.01
(0.00)

Receives core benefit: Yes 0.05 -0.00 -0.00 -0.00 -0.01
(0.00)

Visited GP in last year: Yes 0.78 -0.00 -0.00 -0.01 -0.01
(0.00)

Smoker: Yes 0.15 0.01* 0.01* 0.01 0.00
(0.00)

Hospital outpatient in last year: Yes 0.46 -0.00 -0.01 -0.01 -0.01
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Appendix Table 3: UKHLS COVID-19 Study wave 6 cross-sectional dataset non-response weight biases. Whether differences between Study
eligible sample main survey wave 9 weighted survey variable means (‘wt. est.”) and similar for Study non-response weighted respondents (‘wt.

diff.”) equal zero is tested. Core benefits' include Income Support, Job Seekers Allowance and Universal Credit. * equals P<0.05.

Eligible Reg. int. user All Web Web + CATI Reg. int. user + CATI

Variable wt. est. wt. diff wt. diff wt. diff wt. diff

In weighting model:

Subjective financial situation (SFS): 0.71 -0.00 0.00 -0.00 -0.01

Comfortable or OK (0.00)

SFS: Just about getting by 0.21 0.00 0.00 0.00 0.00
(0.00)

SFS: Finding it quite/very difficult 0.08 -0.00 -0.00 0.00 0.00
(0.00)

Tenure: Owner occupied 0.35 0.03* 0.01* 0.01 0.01
(0.00)

Tenure: Mortgage 0.35 -0.04* -0.02* 0.01 0.01
(0.00)

Tenure: Rented 0.12 -0.01 -0.00 -0.00 -0.00
(0.00)

Tenure: Social Housing 0.18 0.02* 0.01 -0.01 -0.01
(0.00)

Low skill Occupation: Yes 0.35 0.02 0.01 0.00 0.00
(0.00)

Any savings income: Yes 0.36 -0.01 -0.00 0.00 0.01
(0.00)

Behind with some or all bills: Yes 0.06 -0.00 0.00 0.00 0.00
(0.00)

Not in weighting model:

Income poverty: Yes 0.14 0.02* 0.02* 0.00 -0.00
(0.00)

Receives core benefit: Yes 0.05 -0.00 -0.00 -0.01 -0.01
(0.00)

Visited GP in last year: Yes 0.78 0.00 0.00 -0.00 -0.00
(0.00)

Smoker: Yes 0.15 0.02* 0.02* 0.01 0.01
(0.00)

Hospital outpatient in last year: Yes 0.46 -0.00 -0.01 -0.01 -0.02
(0.00)
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Appendix Table 4: UKHLS COVID-19 Study wave 6 longitudinal dataset non-response weight biases. Whether differences between Study eligible
sample main survey wave 9 weighted survey variable means (‘wt. est.’) and similar for Study non-response weighted respondents (‘wt. diff.’)

equal zero is tested. "Core benefits' include Income Support, Job Seekers Allowance and Universal Credit. * equals P<0.05.

Eligible Reg. int. user All Web Web + CATI Reg. int. user + CATI

Variable wt. est. wt. diff wt. diff wt. diff wt. diff

In weighting model:

Subjective financial situation (SFS): 0.71 0.01 0.01 0.01 -0.00

Comfortable or OK (0.00)

SFS: Just about getting by 0.21 0.00 0.00 -0.00 0.00
(0.00)

SFS: Finding it quite/very difficult 0.08 -0.01 -0.01 -0.00 0.00
(0.00)

Tenure: Owner occupied 0.35 0.03* 0.02 0.01 0.01
(0.00)

Tenure: Mortgage 0.35 -0.04* -0.02* 0.01 0.02*
(0.00)

Tenure: Rented 0.12 -0.01 -0.00 -0.00 -0.01
(0.00)

Tenure: Social Housing 0.18 0.01 0.00 -0.02 -0.02
(0.00)

Low skill Occupation: Yes 0.35 0.01 0.00 -0.00 -0.00
(0.00)

Any savings income: Yes 0.36 0.00 -0.00 0.01 0.01
(0.00)

Behind with some or all bills: Yes 0.06 -0.00 -0.00 0.00 0.01
(0.00)

Not in weighting model:

Income poverty: Yes 0.14 0.01 0.01 -0.00 -0.01
(0.00)

Receives core benefit: Yes 0.05 -0.00 -0.01 -0.01 -0.01
(0.00)

Visited GP in last year: Yes 0.78 0.00 0.00 -0.00 0.00
(0.00)

Smoker: Yes 0.15 0.02 0.02* 0.01 0.00
(0.00)

Hospital outpatient in last year: Yes 0.46 0.00 -0.01 -0.01 -0.02
(0.00)
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